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ABSTRACT

The relative roles played by the remote El Niño–Southern Oscillation (ENSO) forcing and the local
air–sea interactions in the tropical Atlantic are investigated using an intermediate coupled model (ICM) of
the tropical Atlantic. The oceanic component of the ICM consists of a six-baroclinic mode ocean model and
a simple mixed layer model that has been validated from observations. The atmospheric component is a
global atmospheric general circulation model developed at the University of California, Los Angeles
(UCLA). In a forced context, the ICM realistically simulates both the sea surface temperature anomaly
(SSTA) variability in the equatorial band, and the relaxation of the Atlantic northeast trade winds and the
intensification of the equatorial westerlies in boreal spring that usually follows an El Niño event.

The results of coupled experiments with or without Pacific ENSO forcing and with or without explicit
air–sea interactions in the equatorial Atlantic indicate that the background energy in the equatorial Atlantic
is provided by ENSO. However, the time scale of the variability and the magnitude of some peculiar events
cannot be explained solely by ENSO remote forcing. It is demonstrated that the peak of SSTA variability
in the 1–3-yr band as observed in the equatorial Atlantic is due to the local air–sea interactions and is not
a linear response to ENSO. Seasonal phase locking in boreal summer is also the result of the local coupling.
The analysis of the intrinsic sustainable modes indicates that the Atlantic El Niño is qualitatively a noise-
driven stable system. Such a system can produce coherent interdecadal variability that is not forced by the
Pacific or extraequatorial variability. It is shown that when a simple slab mixed layer model is embedded
into the system to simulate the northern tropical Atlantic (NTA) SST variability, the warming over NTA
following El Niño events have characteristics (location and peak phase) that depend on air–sea interaction
in the equatorial Atlantic. In the model, the interaction between the equatorial mode and NTA can produce
a dipolelike structure of the SSTA variability that evolves at a decadal time scale. The results herein
illustrate the complexity of the tropical Atlantic ocean–atmosphere system, whose predictability jointly
depends on ENSO and the connections between the Atlantic modes of variability.

1. Introduction

The last 15 yr have witnessed a tremendous improve-
ment of our knowledge of the El Niño phenomenon.
This, in particular, has been illustrated by the large ef-
fort of many research centers in the world for providing
seasonal forecasts [see, e.g., the International Research
Institute for Climate and Society (IRI) ENSO update
and forecasts, online at http://iri.columbia.edu/climate/
ENSO/currentinfo/SST_table.html]. These forecasts
are not only useful for assessing socioeconomic impacts
in surrounding regions of the Pacific Ocean, but also in
regions far from the Pacific Ocean. The availability of

such diagnostics and their interpretation has also high-
lighted the need to improve our understanding of the
ENSO teleconnections and the inherent variability of
the remote regions influenced by ENSO. Of particular
interest is the tropical Atlantic whose oceanic variabil-
ity impacts not only the African climate (Janicot et al.
1998; Fontaine and Janicot 1999) but also northern Eu-
rope (Cassou and Terray 2001; Drévillon et al. 2003).

The tropical Atlantic is a region of significant climate
fluctuations at various time scales whose links with
ENSO have not been completely elucidated (see Xie
and Carton 2004 for a review) at a time when seasonal
forecasts in that region are becoming an urgent eco-
nomic and scientific challenge (Chang et al. 2003). At
interannual time scales, two main modes emerge from
observational studies: the meridional or dipole mode
(Weare 1977; Servain 1991; Nobre and Shukla 1996;
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Chang et al. 1997; Servain et al. 1999; Servain et al.
2000; Sutton et al. 2000) and the equatorial mode
(Merle et al. 1980; Hisard 1980; Philander 1986).
Whereas the dynamics and forcing of the meridional
mode remain ambiguous (Houghton and Tourre 1992;
Enfield and Mayer 1997), the equatorial mode is likely
the result of ocean–atmosphere coupling similar to the
Pacific ENSO mode, as pointed out by Zebiak (1993,
hereafter Z93).

Following the early work of Z93, there have been a
lot of modeling efforts to delineate the ENSO effects
on these two modes from “tools” of various complexi-
ties. Latif and Barnett (1995), and more recently Nobre
et al. (2003), used an ocean general circulation model
(OGCM) coupled to a statistical atmosphere to address
the issue of the tropical teleconnections over the tropi-
cal Atlantic. Although they benefit from a better rep-
resentation of the oceanic circulation in comparison to
Z93, the use of a statistical atmosphere to predict sur-
face wind stress anomalies over the tropical Atlantic is
a limitation considering the highly nonlinear telecon-
nection processes. This leads to an overestimation of
the local ocean–atmosphere coupling and an underes-
timation of the remote influence of ENSO. Delecluse et
al. (1994) and Saravanan and Chang (2000) emphasized
the significant contribution and the complex nature of
the teleconnections between the tropical Pacific and
Atlantic using an atmospheric general circulation
model (AGCM) forced with different SST fields. How-
ever, forced experiments (as opposed to coupled ones)
remain difficult to interpret in regions where air–sea
feedbacks contribute as much to SSTA variability as
remote forcing. Recently, Huang (2004) proposed a
comprehensive model setting for investigating the re-
motely forced variability in the tropical Atlantic Ocean.
From the analysis of an ensemble simulation of a state-
of-the-art ocean–atmosphere general circulation model
fully coupled only within the Atlantic basin, he con-
cludes that the ENSO influence modulates the tempo-
ral fluctuations of the intrinsic patterns of the tropical
Atlantic instead of generating distinctive new ones.
This calls for more investigations of the dynamical re-
sponses of the equatorial Atlantic (EA) to flux anoma-
lies associated with changes in the Walker circulation.

In the study, we present a tropical coupled model of
intermediate complexity that is used to 1) document the
dynamics of the so-called Atlantic El Niño mode, and
2) to investigate the remote impact of ENSO over the
tropical Atlantic sector and the role of the equatorial
mode on the simulated teleconnection pattern. We con-
centrate on the equatorial mode and rather than a
priori considering that it passively undergoes the re-
mote forcing, we question the extent to which it is in-

volved in the dynamical adjustment of the response of
the tropical Atlantic variability to ENSO. From a meth-
odological point of view, our goal is to avoid the rela-
tive heaviness of a full coupled general circulation
model (CGCM) that still exhibits drifts and biases in
the mean state and seasonal cycle (AchutaRao et al.
2004), despite its comprehensive physics. Here, we
therefore design an anomaly model so that simulated
interannual variability is always relative to a realistic
prescribed climatology. Such a modeling approach al-
lows for numerous tests and also eases the interpreta-
tion. Because our focus is on equatorial wave dynamics
and the associated coupled response, we chose a linear
model for the oceanic component of the coupled
model. This is also motivated by a recent study by Illig
et al. (2004, hereafter ID04) that showed that equato-
rial waves contribute significantly to the sea level and
surface current variability in the EA. In particular, lin-
ear theory can be used to depict the oceanic EA vari-
ability with similar skill to the tropical Pacific, as long as
the baroclinic mode energy distribution based on real-
istic density profiles is taken into account. Thus, we
extend the Z93 study by considering a more realistic
background state of the ocean. Note that the consider-
ation of several baroclinic modes in the oceanic com-
ponent of the coupled model is also likely to impact the
model coupled variability as was found in the Pacific by
Dewitte (2000). This can support the interpretation of
the dominant time scales of the variability in the tropi-
cal Atlantic. Moreover, seasonally varying mean states
(mean currents, mixed layer depth) are taken into ac-
count in the sea surface temperature anomaly (SSTA)
formulation. This enriches the spectrum of the variabil-
ity through the nonlinear interactions between the sea-
sonal cycle and simulated interannual modes. Finally,
we use a global AGCM that allows the prescription of
observed ENSO forcing in the Pacific sector and ex-
plicitly treats the ENSO tropical teleconnections, con-
versely to Z93.

This paper is organized as follows. In section 2 we
present the various datasets and the coupled model.
Various aspects of the model variability, including
ENSO teleconnections, are validated from the obser-
vations for both components in a forced context. Sec-
tion 3 investigates the nature of the coupled mode in
the tropical Atlantic that can be sustained within a re-
alistic parameter range and discusses the preferred time
scales of the variability from interannual to decadal.
The stability of the simulated equatorial mode is esti-
mated. Section 4 analyzes the results of various experi-
ments where the interannual SST forcing is restricted to
specific regions. The role of the local coupling both in
the equatorial and the northern tropical Atlantic
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(NTA) are estimated for the 1982–2001 period. Section
5 provides a discussion of the results presented in this
paper, followed by conclusions.

2. Data and model description

a. Data

1) ERA-40

Monthly mean wind stress and heat flux (latent, sen-
sible, short- and longwave) from the European Centre
for Medium Range Weather Forecasts (ECMWF) 40-yr
Re-Analysis (ERA-40) project are used. ERA-40 is a
global atmospheric analysis of many conventional ob-
servations and satellite data streams for the period of
September 1957 through August 2002. We interpolated
these datasets to the model grids using a bilinear inter-
polation (original resolution is 2.5° � 2.5°).

2) REYNOLDS SST

The Reynolds monthly sea surface temperature
(SST) fields combine in situ and satellite data using
optimum interpolation (version 2) from 1982 to 2003 on
a 1° � 1° spatial grid (Reynolds and Smith 1994) and
use EOF reconstruction from 1950 to 1981 on a 2° � 2°
spatial grid (Smith et al. 1996). We merged these
datasets into a continuous SST field on a 1.875° latitude
� 4° longitude grid (the atmospheric model grid) using
a bilinear interpolation.

3) TAOSTA

Vauclair and du Penhoat (2001) have collected near-
surface and subsurface in situ temperature observations
of the tropical Atlantic Ocean between 1979 and 1998,
and have built surface and subsurface bimonthly tem-
perature fields [the Tropical Atlantic Ocean Subsurface
Temperature Atlas (TAOSTA), available online at
http://medias.obs-mip.fr/taosta/]. The interpolation is
based on an objective analysis (Bretherton et al. 1976)
and provides a gridded dataset from 30°S to 30°N and
from 70°W to 12°E on a 2° � 2° spatial grid with 14
vertical levels (same as those of Levitus et al. 1998).

4) MIXED LAYER DEPTH

Global mixed layer depth (MLD) climatology from
de Boyer Montégut et al. (2004) is estimated using in
situ temperature profiles, for which the MLDs are es-
timated using a difference criterion of 0.2°C between
the surface reference depth (10 m) and the base of the
mixed layer. A gridded product is then built on a 2° �
2° spatial grid every month.

In the following, seasonal cycles are computed over
the 1982–2001 period, and interannual anomalies are
estimated with respect to these seasonal cycles. The
significance level of the correlation is estimated as in
Sciremammano (1979). The fast Fourier transform
(FFT) analysis significance levels are estimated assum-
ing a chi-squared distribution with 2 degrees of freedom
of the FFT power spectrum. The Morlet wavelet is used
for the time–frequency analysis. The computational
procedure of the wavelet analysis is described by Tor-
rence and Compo (1998).

b. The coupled model: TIMACS

In this section, we present the Tropical Intermediate
Model for Atlantic Climate Studies (TIMACS). TIMACS
is composed of an atmospheric model that uses global
SST to forecast wind stress anomalies (TXA and TYA)
and net heat flux anomalies (QnetA). This atmosphere
is coupled in the EA to an anomalous ocean model.
Outside EA, boundary conditions derived from obser-
vations are prescribed.

1) ATMOSPHERIC COMPONENT: QTCM

The atmospheric component is the quasi-equilibrium
tropical circulation model (QTCM) from Neelin and
Zeng (2000) and Zeng et al. (2000). This model is based
on the quasi-equilibrium approximations in the convec-
tive parameterization. It includes a single deep convec-
tive mode in the thermodynamic vertical structure and
two components (baroclinic and barotropic) in the ve-
locity vertical structure. We have used the standard ver-
sion of this intermediate complexity atmospheric
model, QTCM1 version 2.3 (available online at http://
www.atmos.ucla.edu/�csi/QTCM), except that we have
defined a higher-resolution grid mesh in the latitudinal
direction, in particular, to account for the fact that the
tropical Atlantic SSTAs are narrowly confined to the
equatorial region. Thus, the horizontal resolution is
1.875° � 4° instead of 3.75° � 5.625°. For numeric sta-
bility considerations, the viscosity parameter was ad-
justed to 5 � 105 m2 s�1 (instead of 7 � 105 m2 s�1 in
the standard resolution version).

A control run QTCM experiment forced by the
Reynolds SST from 1982 to 2001 is performed (hereaf-
ter QTCM-CR). The spinup is achieved by forcing the
model using the monthly mean of Reynolds SST from
early 1976 to the end of 1981. The model skill is as-
sessed through a comparison with the ERA-40 reanaly-
sis. Figure 1 presents the correlation and the variability
of the simulated field for zonal wind stress (TXA) and
QnetA monthly anomalies. QTCM wind stress formu-
lation calls for standard bulk formula using a drag co-
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efficient value of 1.375 � 10�3. QnetA is the sum of the
radiative (short- and longwave heat fluxes) and turbu-
lent flux (latent and sensible heat fluxes) anomalies,
computed using a radiation scheme and bulk formula,
respectively (see Zeng et al. 2000 for details). Not sur-
prisingly, the best fit between observations and the
simulation is found in the 10°S–10°N equatorial belt
where the deep convection is usually observed. The
correlation between QTCM-CR and ERA-40 is largely
significant at a 95% level of confidence over most of the
equatorial Pacific and Atlantic. In particular, in the
tropical Pacific (Atlantic) wind forcing region (Fig. 1a),
the correlation between modeled and observed TXA
peaks at values larger than 0.6 (0.5). Note that compa-
rable values were obtained with the coarser-resolution
version of the model (slightly lower in the EA). It is
worth pointing out that the root-mean-square (rms) dif-
ferences between QTCM and ERA-40 are always lower
than the variability of the signal in the equatorial band
(not shown). Note also that applying a 3-month running
mean on the time series results in an increase by �
�0.15 of the correlation between ERA-40 and QTCM-
CR TXA.

Based on the wind-forcing region highlighted in Fig.
1, we define a new index, ATL4, as the area-averaged
TXA over (3°S–3°N, 50°–25°W) (cf. Fig. 7c). The simu-
lated and observed TXA ATL4 time series are shown
in Fig. 2a. Both time series exhibit a coherent timing
sequence of intensification and reduction of the trade

winds, with comparable magnitudes. This index high-
lights an important interannual variability, with a fore-
most low frequency (3–6 yr), together with contribu-
tions from near-annual and intraseasonal time scales.
The observed and simulated indices have a level of cor-
relation of 0.6, while the rms difference does not exceed
0.84 � 10�2 N m�2. The frequency analysis of these
indices (not shown) confirms that QTCM reproduces
well the observed low frequencies (�3 yr) as well as the
higher frequencies (1–3 yr).

Figure 2b shows the results of the comparison be-
tween the modeled and the observed heat flux for the
ATL3 (3°S–3°N, 20°W–0°) index. The QTCM QnetAs
are in good agreement with the observations in the re-
gion of significant QnetA variability, which also corre-
sponds to the region of large SSTA variability. The
correlation peaks at 0.57 in the ATL3 region, and the
rms difference is lower than 15 W m�2. These results
should be taken with caution considering the energetic
unbalance at the air–sea interface in the case of forced
experiments. Note, however, that increasing the reso-
lution in QTCM significantly “improves” the simula-
tion of the net heat fluxes anomalies in the tropical
Atlantic with a correlation (rms difference) increased
(decreased) by 20% (7%) in ATL3. Overall, although
the ENSO teleconnection pattern in the tropical low-
tropospheric circulation is somewhat less pronounced
over the tropical Pacific than in the standard version of
QTCM, the high-resolution version of the model leads

FIG. 2. Comparison between QTCM-CR outputs and ERA-40 in the tropical Atlantic over the 1982–2001
period: QTCM (black line) and ERA-40 (gray line) (a) ATL4 (0.01 N m�2) and (b) QnetA ATL3 (W m�2).
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to an improved simulation of some meteorological
fields, in particular the outgoing longwave radiation
and the zonal wind stress, both in terms of interannual
variability and propagation characteristics (D. Gush-
china 2005, personal communication).

To highlight the coupled variability in the tropical
Atlantic, a multivariate singular value decomposition
(SVD) analysis between wind stress and SST anomalies
is performed for both observations and the QTCM-CR
outputs. The results are displayed in Fig. 3, which con-
firms the good agreement between observed and simu-
lated SST-associated wind stress anomalies, particularly
in the western part of the EA. The percentage of ex-
plained variance and correlation between the time se-
ries of wind stress and SST anomalies of the SVD mode
are comparable for the model and observations. The
most prominent flaw of the model is associated with a
zonal wind flow that extends the variability of the equa-
torial trade winds too much to the east. This is associ-
ated with an underestimation of the simulated meridi-
onal wind stress anomalies in the model. Such bias of
the model, in particular in the eastern Atlantic, may
lead to unrealistic forcing of Kelvin and Rossby waves
in the eastern part of the basin, which will lead to the
definition of a limited coupling zone [see section 2b(4)].

ENSO teleconnections

In addition to its computational cost effectiveness,
the use of QTCM was motivated by recent studies in-
dicating that the model is not only useful for investi-

gating ENSO teleconnection mechanisms (Su and Nee-
lin 2002; Su et al. 2001; Neelin et al. 2003; Neelin and Su
2005), but that its skill is comparable to full AGCMs
(Zeng et al. 2000; Gushchina and Dewitte 2005). It also
simulates an internal variability whose spatiotemporal
characteristics are as realistic as other AGCMs (Lin et
al. 2000), which is important in the modeling frame-
work presented here.

As an illustration of the model skill in simulating
ENSO teleconnections over the tropical Atlantic sec-
tor, we follow the recent observational study by Czaja
et al. (2002) and carry out the following diagnostic on
the model outputs: the zonally averaged (40°–20°W)
wind stress anomalies and QnetA are regressed on the
December–January–February (DJF) average of the
Reynolds Niño-3 SST index defined as the SST anoma-
lies averaged over (5°S–5°N, 150°–90°W) for the 1982–
2001 period. The results for QTCM and ERA-40 are
displayed in Fig. 4. Consistent with results of Czaja et
al. (2002, their Fig. 5), Fig. 4a indicates that most ENSO
events are associated with a northward shift of the
spring intertropical convergence zone (ITCZ)—south
of 5°N, we observe a strengthening of the southeast
trade winds associated with negative SSTA in the equa-
torial belt. This cooling, associated with positive heat
flux anomalies, is intensified in May–June when the
equatorial upwelling is maximum, consistent with the
results of observational studies (Enfield and Mayer
1997; Klein et al. 1999; Vauclair et du Penhoat 2001).
Further north, we observe a weakening of the northeast
trade winds from January to March, which leads to a

FIG. 3. Dominant mode of the results of the SVD between SSTA and wind stress anomalies over the 1982–2001 period, for (a) the
observations and (b) QTCM-CR. (top) The spatial structures of the SSTA are shaded every 0.1°C and contoured every 0.25°C. The
wind stress anomalies are represented with arrows (scale in the top-right corner, units are 0.01 N m�2). (bottom) The associated
normalized time series are represented in gray line for the SSTA and black line for wind stress. The time series of SSTA and wind stress
anomalies are correlated with a 0.66 level for the observations and a 0.57 level for QTCM-CR. The percentage of covariance explained
by the mode is indicated on top of each plot.
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reduction in evaporation and positive QnetA toward
the ocean, on the order of 5–10 W m�2. It induces a
warming of the SSTA around March–April–May
(MAM) of about 0.5°C between 5° and 25°N. After
April, the trade wind anomalies disappear, and the
SSTA decreases through evaporation losses.

For QTCM, despite the fact that the shift of the
ITCZ is too far north and that the northeast trade wind
relaxation is less intense and briefer, the main features
of the ENSO remote influence on the tropical Atlantic
are well reproduced. Note again that the meridional
wind stress variability associated with the ENSO tele-
connections is too weak for the model as compared to
the observations. The reader can also refer to Su et al.
(2001), Neelin et al. (2003), Gushchina and Dewitte
(2005), and Neelin and Su (2005) for evaluating the
model performances in reproducing ENSO teleconnec-
tions.

QTCM exhibits relatively good performance in simu-
lating the atmospheric response to ENSO over the
tropical Atlantic, especially in the equatorial band.
Nevertheless, the response of the NTA is less consistent
with the observations. This could be due to numerous
reasons. First, because of air–sea feedback in that re-
gion (Klein et al. 1999; Czaja et al. 2002), the interpre-
tation of a locally forced simulation is ambiguous. This
is because the SST forcing already contains the atmo-
spheric response to ENSO. Running QTCM without
local interannual forcing in the tropical Atlantic
(boundary conditions in the tropical Atlantic are only
seasonal SST) leads to a more realistic relaxation of the
northeast trade winds in January–February–March (not

shown). After March, however, there is no wind or heat
flux reversal through evaporation in this simulation.
This emphasizes that these are local responses to SST.
Second, simulated meridional wind stress variability is
unrealistically weak, which tends to spread the atmo-
spheric circulation in the zonal direction. This is a flaw
of most forced AGCMs, which may contribute to the
lack of skill in simulating the ENSO teleconnection in
this region where the ITCZ migrates seasonally.

With these model characteristics in mind, we will fo-
cus on the equatorial teleconnections (10°S–10°N). We
assume that the mechanisms leading to the equatorial
response to ENSO in QTCM, if connected to the NTA
variability, are sufficiently realistic. This will be dis-
cussed in the final section.

2) OCEAN COMPONENT: OLM

The tropical Atlantic Ocean component is an ocean
linear model (OLM), similar to that of Cane and Patton
(1984), but with a higher resolution and more realistic
coastlines (see ID04). The model domain extends from
28.875°S to 28.875°N, and 50°W to 10°E, with a hori-
zontal resolution of 0.25° in latitude and 2° in longitude.
The model time step is 2 days. It includes six baroclinic
modes with phase speed cn, projection coefficient Pn,
and friction rn, derived from a high-resolution OGCM
simulation forced with realistic fluxes (Barnier et al.
2000). This OGCM simulation will be referred to as the
CLIPPER dataset hereafter. The results of the linear
model forced with realistic winds were compared to
various observations and to CLIPPER in ID04. The

FIG. 4. Regression map of the surface wind stress (blue arrows for positive and green arrows for negative TXA, scale in the top-right
corner), QnetA (contoured every 2 W m�2, positive into the ocean, dashed when negative, zero contour thickened), and SSTA (shaded,
°C) onto the Niño-3 SSTA index in DJF (normalized by its variability) for (left) ERA-40 and (right) QTCM.
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reader is referred to this latter paper for more details
on the skill of the OLM in a forced context.

A mixed layer model (MLM) is embedded in the
ocean model that consists of a thermodynamical budget
in a surface layer whose thickness hmix depends on both
space and season. The horizontal resolution is 1° in
latitude and 2° in longitude and the time step is 1 day.
The equation for the SST anomaly is similar to the one
used in Zebiak and Cane (1987), but with a different
parameterization of the subsurface temperature Tsub

(see below), and different climatological surface cur-
rents, upwelling, and SST. Also, the actual heat flux
derived from the bulk formulas is used, as opposed to
the heat flux parameterization used by Zebiak and
Cane (1987) and Z93. The thermodynamic equation
has the following form (barred quantities represent sea-
sonal fields and unbarred quantities represent interan-
nual anomalies relative to the seasonal cycle):

�tT �

zonal advection �� u�x�T � T �

� u�x�T �

�a�

�b�

meridional advection �� v�y�T � T �

� ��y�T �

�c�

�d�

vertical advection �� 	M�w � w� � M�w�
�zT

� M�w � w��zT

�e�

�f �

and heat fluxes, �
�Qnet � Qc�

�Cphmix

�g�. �Eq. 1�

The prescribed seasonal surface currents u, �, and w
are obtained by forcing the OLM with the ERA-40

climatological wind stresses. The main characteristics of
these climatological current are presented and com-
pared to the observations and CLIPPER in the appen-
dix B. The specified seasonal cycle of SST (T) is derived
from the Reynolds SST (Reynolds and Smith 1994)
over the 1982–2001 period.

The mean vertical temperature gradient Tz, in term
(5), is defined from a seasonally varying MLD, hmix �
hmix(x, y, t12). The latter is prescribed from de Boyer
Montégut et al. (2004).

Here M(x) is a step function defined by M(x) � {0, x�0
x, x�0.

This function accounts for the fact that SSTAs are af-
fected by vertical advection only in the presence of up-
welling.

The anomalous vertical temperature gradient �zT is
defined as �zT � (T � Tsub)/hmix, where Tsub is the
temperature anomaly at the base of the mixed layer. A
new parameterization for the temperature anomalies
at the base of the mixed layer is proposed that de-
pends explicitly on the baroclinic mode contribution to
pressure anomaly and the local stratification. With
p(x, y, z, t) � 
M

n�1pn(x, y, t) � Fn(z), where p is the
pressure field, pn(x, y, t) is the associated n baroclinic
mode contribution and Fn is the vertical structure of the
nth baroclinic mode derived from the CLIPPER strati-
fication at 14°W. The hydrostatic relation leads to �� �
�0


M
n�1sln � �z[Fn(z)], where � is the density and sln is

the n baroclinic mode contribution to sea level anoma-
lies (sln � pn/�0g). Using the stability equation for the
density field and assuming that the density changes (at
constant depth) are governed by temperature changes
[i.e., �� � ��T�T, with �T � 2.97 � 10�4 K�1 (Gill
1982)], the anomalous vertical temperature gradient
(�0�

�1 � 1) can be written as

Tz�x, y� �

T�x, y� � �T
� 1


n�1

6

sln�x, y, t� � �z�Fn	max�hmix, 50 m�
�

hmix

.

Note that near the surface a large number of baro-
clinic modes are required to correctly represent the
density field and to account for the small vertical scales
in the variability. Retaining the six gravest baroclinic
modes is sufficient to represent the temperature vari-
ability below the first 50 m (see appendix A).

Unlike Zebiak and Cane (1987), anomalous heat
fluxes are not parameterized with a temperature-
damping term, but are derived from the bulk formulas
embedded in the atmospheric component. Moreover, a
corrective flux term (Qc) was added in order to com-

pensate for a systematic cold bias (of the order of �
�0.05°C in the ATL3 region) found in an earlier ver-
sion of the model run. This cold bias is due to enhanced
climatological vertical advection of anomalous tem-
perature when the system is run in a coupled mode.
Rather than arbitrarily reducing mean upwelling, we
choose to apply this statistical heat flux correction de-
rived from the mean SSTA pattern of a 100-yr coupled
run without correction. It is assumed that this term does
not drastically modify the model physics. This was
checked on some of the analyses performed in this
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study (in particular on the SVD modes between wind
stress and SST anomalies).

A control experiment in a forced context is per-
formed to validate simulated SST anomalies (hereafter
OLM-CR). The forced context is achieved in the fol-
lowing manner: the ocean model is forced by the ERA-
40 wind stress anomalies over the OLM domain from
1982 to 2001. In the tropical Atlantic sector, the atmo-
spheric component is forced by the sum of the MLM
SSTA and the Reynolds SST climatology. Elsewhere,
the Reynolds SST is prescribed. The heat flux anoma-
lies required to force the MLM are obtained by retriev-
ing, at each MLM time step, the heat flux seasonal cycle
from the daily averaged QTCM heat fluxes. The latter
was computed from a QTCM run forced by seasonal
SST. The spinup is realized by forcing QTCM for 4 yr
(1976–79) by the Reynolds SST climatology over the
globe, while the OLM is forced by ERA-40 wind stress
anomalies (MLM fluxes being parameterized with a
damping term). From January 1980, QTCM is forced in
the tropical Atlantic by the MLM SSTA. From January
1981, the MLM is forced by heat flux anomalies simu-
lated by QTCM. Results are analyzed for the January
1982–December 2001 period.

Figure 5a displays the correlation and rms difference
between the simulated SSTA and the Reynolds SSTA.
The simulated SSTA is in good agreement with the
observations; in the 10°S–10°N equatorial belt, the cor-
relation is largely significant (with a level of confidence

of 95%) and the rms difference does not exceed 0.6°C.
In Fig. 5b, the ATL3 index is plotted for the model and
the observations. Both time series exhibit a coherent
sequence of warm and cold events, with similar magni-
tudes: the correlation (rms difference) of these time
series reaches 0.71 (0.36°C). A multivariate SVD analy-
sis is performed with the OLM-CR SSTA and the wind
stress anomalies from ERA-40. The results are dis-
played in Fig. 6. As in the observations (Fig. 3a), west-
erlies in the western EA are associated with SST
anomalies in the central basin that reach 1.25°C. This
mode explains 75% of the covariance close to the
observations. As expected from equatorial wave dy-
namics, the variability is more confined toward the
equator with less extension to the south than in the
observations. Compared to observations, the peak vari-
ability along the equator is too far to the west. This may
reflect an overestimation of the western boundary re-
flection in the model. Note, however, the realistic loca-
tion of the zero line north of the equator for SST
anomalies, which has to be related to the appropriate
representation of the oceanic model vertical structure
(see ID04). Overall, the dominant characteristics of the
equatorial mode are correctly simulated, which is en-
couraging for carrying fully coupled experiments.

3) COUPLING STRATEGY

The coupling strategy is based on the principle that,
given the relative simplicity of the system, air–sea cou-
pling should takes place where the model exhibits the
best skill. Therefore, coupling zones have been defined.
They correspond to the region of correlation significant

FIG. 5. (a) Comparison between the OLM-CR and the Reyn-
olds SSTA in the tropical Atlantic over the 1982–2001 period. The
correlation significant at a 95% level (rms difference) is shaded
(contoured). (b) OLM-CR (black line) and Reynolds (gray line)
ATL3 index. Unit: °C.

FIG. 6. Same as Fig. 3, but for the oceanic component of the
TIMACS model forced by ERA-40 wind stress anomalies (OLM-
CR). The normalized time series of SSTA and wind stress anoma-
lies are correlated with a 0.79 level.
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at the 95% level between model and observations. Note
that delimited coupling zones have been used previ-
ously for theoretical ENSO studies (Mantua and Bat-
tisti 1995, among others) and forecasts (Pierce 1996).
Figure 7a displays significant correlation (at a 95%
level) between model simulations and observations for
SSTA (contour), TXA (arrows), and QnetA (shading).
It summarizes the results of Fig. 1 and Fig. 5 for the EA
sector. Thus, the atmosphere passes TXA (QnetA) to
OLM (MLM) over the shaded zone of Fig. 7c (Fig. 7b),
while the OLM passes SSTA over the shaded zone of
Fig. 7b. It is worth pointing out here that the coupling

zone for QnetA and SSTA extends over the whole
equatorial band so that only momentum forcing (when
atmosphere passes TXA to OLM) is really impacted by
the proposed coupling strategy.

Because of relatively strong ocean currents in the
equatorial band, the momentum of the atmospheric
forcing can be significantly increased or decreased de-
pending on the direction of the oceanic currents. This
has been taken into account following recent results
showing that such an improved coupling procedure can
impact CGCM simulations (Luo et al. 2005). Note also
that this ensures angular momentum conservation be-
tween the atmosphere and the ocean.

For all runs presented in this paper, both model com-
ponents are started from rest. To achieve a smooth
transition and to reduce the shock for the air–sea ad-
justment, during 4 yr (1976–80) the OLM is forced by
simulated wind stress anomalies, with the boundary
conditions for the atmospheric component being the
Reynolds SST over the globe. Then, in early 1980
(1981), OLM (QTCM) passes SSTA (QnetA) to MLM.
Thus, after this 6-yr spinup, the model is fully coupled
in EA. The results are analyzed starting in January
1982. Note at last that 20-member ensemble experi-
ments were carried out for most of the model configu-
ration presented in this study. Every time that en-
semble runs were carried out, the deviation from the
ensemble mean was weak over the whole period (usu-
ally less than �2%). Therefore, for simplicity, we
choose to present a single run for all the experiments
presented in the following.

c. Reference coupled run

The model is first run in a coupled context with pre-
scribed realistic SST outside the EA region over the
1982–2001 period. This run, referred to as TIMACS-
CR, will serve as a benchmark for interpreting the re-
sults of the experiment carried out in the following. It
will also tell us how the regions outside the equatorial
waveguide impact the EA variability. This section also
provides a preliminary analysis of the impact of air–sea
interaction in EA in the presence of realistic remote
forcing.

Figure 8a displays the ATL4-averaged zonal wind
stress anomalies (TXA) for the TIMACS-CR experi-
ment along with the observations (ERA-40). The
coupled experiment exhibits oscillations that share
many characteristics with QTCM-CR (Fig. 2) and ob-
servations. We observe a coherent timing sequence of
warm and cold events. In the ATL4 region, the corre-
lation between the simulated and the observed TXA
peaks to 0.54. This corresponds to a level of significance
of 99%. The rms difference does not exceed 0.86 �

FIG. 7. (a) Significant correlation maps (at a 95% level) between
QTCM-CR and ERA-40 for QnetA (shaded) and TXA (arrows,
scale in the top-right corner). Overplotted is the significant cor-
relation (at a 95% level) between OLM-CR and Reynolds SSTA,
contoured every 0.1. The coupling zones for (b) SSTA and (c)
QnetA and wind stress are represented in gray. For indication, the
ATL3 region is drawn in a dashed line in (b) and the ATL4 region
is drawn in dashed line in (c).
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10�2 N m�2. The comparison between simulated and
observed ATL3 indices for SSTA is displayed in Fig.
8b. As for TXA, the simulated SSTA have pronounced
interannual variability, with a magnitude that is com-
parable to the observations. The rms for ATL3 only
differs by 10% for the model and the observations (rms
difference of 0.50°C) and the correlation peaks to 0.41
(significant at a 98% level). However, the model does
not reproduce the proper timing of the main interan-
nual events. In particular, during the 1987 and 1997 El
Niños, it misses the observed warming in 1987–88 and
1998. Note that these periods also correspond to poor
simulation of zonal wind stress anomalies in ATL4.
During weak El Niño activity, the model does exhibit
some skills in reproducing the level of SSTA variability
and some events, such as the 1992 cooling and the 1996
warming.

Considering the different response of the model in
EA with regards to the period and characteristics of the
remote conditions, further investigation of the local
air–sea feedbacks in TIMACS in EA and remote
ENSO forcing is required from specific numerical ex-
periments. Considering the relatively large number of
experiments carried out in this study, the reader is re-
ferred to Tables 1 and 2 , every time it appears neces-
sary, for a description of the experiments and their spe-
cific use with regards to the hypothesis that is being
tested. In essence, the basic structure of the experiment
carried out in the following is composed of two sets of

experiments. To characterize the EA ocean–atmo-
sphere interactions simulated by TIMACS, we perform
first a set of experiments that consists of switching on
and off the coupling within the EA (see Table 1 and
section III). Then, in order to investigate the impact of
Pacific ENSO variability on the EA variability, we
compare experiments with climatological SST pre-
scribed in the tropical Pacific to experiments with
interannually changing SST here (see Table 2 and sec-
tion IV).

3. The Atlantic El Niño mode

This section aims to investigate the characteristics of
the equatorial mode simulated by TIMACS. Several
experiments (see Table 1) are carried out in order to
assess whether the model SSTA variability is the result
of a stable (i.e., damped) or unstable coupled mode. A
forced experiment is first carried out that allows the
privileged time scales of the variability in the EA to be
inferred. Then, the model is run in a coupled mode in
order to estimate the characteristics and stability equa-
torial mode simulated by TIMACS.

a. Atmospheric experiments with ATL forcing only

To document the preferred time scales and ampli-
tude of the atmospheric response to EA SSTA over
1982–2001, a forced atmospheric simulation is first car-
ried out. This experiment is designed such that ob-
served SST interannual variability (1982–2001) is pre-

FIG. 8. (a) TIMACS-CR (black line) and ERA-40 (gray line) TXA ATL4 indices (0.01 N m�2) and (b)
TIMACS-CR (black line) and Reynolds (gray line) ATL3 indices (°C).
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scribed only in the EA, and elsewhere the Reynolds
seasonal SST is prescribed as a boundary condition
(hereafter QTCM-ATL; see Table 1). The results of
this section will also aid in the interpretation of the
coupled simulations performed in section 3b.

QTCM-ATL and QTCM-CR zonal wind stress
anomalies (TXA), averaged in the ATL4 region, are
displayed in Fig. 9a. The TXA response of the local EA
forcing exhibits interannual variability 41% weaker
than the QTCM-CR variability. A time–frequency
analysis of QTCM-ATL and QTCM-CR TXA aver-
aged in the ATL4 region is performed following Tor-
rence and Compo (1998). For each frequency of the
analysis, the corresponding time series is reconstructed.
Then, for each time series, the correlation between
QTCM-ATL and QTCM-CR, and the explained vari-
ance of the QTCM-ATL TXA ATL4 index, referenced
to the QTCM-CR TXA ATL4 index variance, are cal-
culated. The results are displayed in Figs. 9b and 9c.
The zones with the largest correlation (Fig. 9b) mostly
appear for comparable periods. Three frequency bands
can be distinguished—an intraseasonal frequency band,
periods between 12 and 36 months, and periods larger
than 4.5 yr. QTCM-ATL exhibits a peak in the ex-
plained variance of the observed variability for periods
between 16 and 24 months and at the semiannual pe-
riod (Fig. 9c). This is consistent with Latif and Grötzner
(2000), which suggest that the quasibiennial oscillation
is favored in the EA. Note that a quasibiennial variabil-
ity is present in the ENSO remote forcing. However, its
signature is mostly prominent in the tropospheric cir-
culation (Ropelewski et al. 1992). This is consistent
with the interpretation that the quasibiennial signal
simulated by QTCM-ATL for surface wind stress is
most likely associated with local coupled interactions.
Note also that the periods between 5 and 7 yr in
QTCM-CR correlate with the 5-yr period in QTCM-
ATL. This suggests a rectified effect of the ENSO vari-
ability on the EA low-frequency variability.

This result confirms that remote forcing is a source of
the low-frequency variability in EA. However, en-
hanced variability in the 12–36-month frequency band
is most likely to result from a local coupled interaction.
This is further investigated in the following section
from a coupled experiment that only considers explicit
air–sea feedback in the EA.

b. The so-called Atlantic Niño in TIMACS

1) SPATIOTEMPORAL CHARACTERISTICS

To study the EA-coupled mode dynamics and docu-
ment its preferred time scale and magnitude, a coupled
run with TIMACS is performed in which we do not

consider any remote interannual forcing (hereafter
TIMACS-CP1; see Table 1). This means that outside
EA, the Reynolds SST climatology is prescribed as
boundary condition for the atmosphere, so that the EA
is the only source of interannual variability.

The results for the ATL3 SST index are displayed in
Fig. 10a. Interestingly, without prescribed interannual
remote forcing, the model produces SSTA variability
with time scales similar to that of the observations (Fig.
10b), with an albeit smaller magnitude (�50%). Figure
10d indicates that frequency bands of SSTA variability,
similar to what is found for QTCM-ATL, are favored,
namely, intraseasonal, 20–36 months, and 5–7 yr.
TIMACS-CP1 also exhibits some energy at the annual
period. It was found that the seasonal cycle produced
by the model is always one order of magnitude less than
the prescribed model climatology for SST, and horizon-
tal and vertical currents. This was considered consistent
with the assumptions used in MLM. The quasibiennial
oscillation is also prominent (Fig. 10b). It is also worth
noting the presence of energy at decadal time scales as
illustrated by the 5-yr running mean of the 100-yr ATL3
SST time series (Fig. 10e).

Figure 10c presents the dominant mode of the SVD
between SST and wind stress anomalies simulated by
TIMACS-CP1. The spatial patterns of the mode re-
semble the ones derived from the observations (Fig.
3a), with a relative maximum in SSTA around (0°N,
20°W) and a meridional broadening in the Gulf of
Guinea. The meridional scale of SSTA is also reason-
able, although the zero line in the South Atlantic is
closer to the equator than in the observations. The larg-
est differences between the model and the observations
are the SSTA maximum near the African coast and the
wind stress pattern that exhibits a meridional compo-
nent that is too weak. This leads to a wind patch that
extends farther zonally than that observed. The south-
erlies in the northern (�4°N) west Atlantic are also
absent in TIMACS-CP1.

The interannual variability in the eastern EA is
strongest during boreal summer, when the equatorial
upwelling is at a maximum and the thermocline is close
to the surface (Ruiz-Barradas et al. 2000; Latif and
Grötzner 2000). It is interesting to see whether the
coupled model can reproduce this phase locking. Figure
11 presents a histogram plot of the warm-event occur-
rences in TIMACS-CP1 and the 12–36-month recon-
structed time series of the observations (Torrence and
Compo 1998). The threshold for a warm event is chosen
to be 1.5 times the variance of the ATL3 time series
(i.e., 0.23°C for TIMACS-CP1 and 0.36°C for the ob-
servations). This indicates that the model produces
most warm events around June–July, whereas there is
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no significant warming in boreal spring. This is in agree-
ment with the observations, although there is a 1-month
lag between the maximum record of warm events (July
for the model and August for the observations) and a

broader repartition in the model than in observations in
boreal summer. Note, however, that remote realistic
forcing has not been included in the model, which limits
the comparison between the model and observations.

FIG. 9. (a) QTCM-ATL (black line) and QTCM-CR (gray line) ATL4 indices (0.01 N m�2). (b) From
the results of a wavelet analysis, for each frequency, the correlation (in %) between QTCM-ATL and
QTCM-CR ATL4 indices is drawn. (c) The correlation (plain line, right scale) between QTCM-PAC
and QTCM-CR ATL4 and the explained variance (dashed line, left scale) (referenced to the QTCM-
CR variability) is plotted as a function of the frequency.
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Overall, the equatorial mode simulated by TIMACS
shares many characteristics with the observations,
which allows for further sensitivity tests using the
model. Before addressing the issue of the remote influ-
ence of ENSO on this simulated equatorial mode, it is
necessary to assess the impact of stochastic forcing on
its characteristics. This is done in the following.

2) ROLE OF ATMOSPHERIC INTRASEASONAL

VARIABILITY

Of particular interest in the EA sector is the part
played by random noise in maintaining interannual

variability. Z93 and Nobre et al. (2003) suggest that
without noise, the EA mode is damped. To address this
point, two model runs are carried out, in order to evalu-
ate the stability of our coupled system and also to assess
its sensitivity to stochastic forcing with regards to the
experiment carried out in the previous section (see
Table 1).

The first experiment consists of “damping” out the
natural high-frequency variability of the atmospheric
model. Lin et al. (2000) showed that the main source of
intraseasonal variability in QTCM comes from the so-
called evaporation–wind feedback and excitation by the

FIG. 10. (a) TIMACS-CP1 (black line) and Reynolds (gray line) SSTA ATL3 index over 1982–2001 (°C). (e) The 100-yr TIMACS-
CP1 (gray line) SSTA ATL3 index, along with its 5-yr running mean (black line). (b) Its associated power spectrum (fast Fourier
transform). The dashed line in the power spectra is the 95% significance level. (d) From the results of a wavelet time–frequency analysis
of TIMACS-CP1 and Reynolds SSTA ATL3 indices, the explained variance, referenced to the Reynolds ATL3 variances plotted as a
function of frequency. (c) The spatial structure of the dominant mode of the SVD between SSTA and wind stress anomalies of the
100-yr TIMACS-CP1 (same as in Fig. 3a).
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extratropical storms. They proposed a methodology for
turning off these two processes (see Lin et al. 2000 for
details). We checked that, for the version of the model
used in this paper, these two processes are still major
sources of energy for the intraseasonal variability,
which is a complex combination of coherent and sto-
chastic features. Applying their method, the internal
model variability in the EA is almost totally damped
out. There was a ratio of �106 between two climato-
logical runs with and without extratropical disturbances
for the TXA high-frequency variability in the ATL4
region. Intraseasonal anomalies were calculated from
the daily model outputs, as in Lin et al. (2000). Their
method is therefore applied here for turning off the
evaporation–wind feedback and the extratropical dis-
turbances. Daily averaged atmospheric model clima-
tologies were recalculated within this new model con-
figuration and prescribed in TIMACS to derive the
fluxes anomalies that are passed to OLM [as described
in section 2b(2)]. The model is forced with realistic in-
terannual remote forcing until January 1990, and after
this date climatological SST are prescribed out of EA as
boundary conditions, while air–sea coupling is switched
on over the EA. This model setup is called TIMACS-
CP2 (see Table 1). Results are displayed in Fig. 12 for
the ATL3 SST index. Until January 1990, the model
presents interannual variability with and amplitude and
phase that is in good agreement with TIMACS-CR
variability (not shown). After this date, SSTAs weaken
rapidly to reach zero within a year, indicating that at-
mospheric noise is required for the model to sustain

oscillations. Note that increasing the coupling efficiency
by up to 30% does not significantly alter this result. The
SSTA still reaches zero after a few years.

To confirm this result, atmospheric noise is pre-
scribed within the former model setup. The noise is
obtained from the deviation from the daily climatology
of a 10-yr-long seasonal run, so that the spatiotemporal
characteristics of the intraseasonal variability are kept.
This run is named TIMACS-CP2-Noise (see Table 2).
Results are overplotted on Fig. 12, which shows that an
oscillatory behavior is recovered after 1990, confirming
the stable nature of the equatorial mode simulated in
TIMACS. Several other tests, with a different noise
product, were performed. In particular, following Kirt-
man and Schopf (1998), noise obtained from the differ-
ence between the total and the 6-month low-pass-
filtered SSTAs was used as boundary forcing for the
atmospheric model in the tropical Pacific sector only,
allowing for transmission of high-frequency forcing
over the tropical Atlantic. In such a configuration, the
model also exhibits a variability after 1990, although

FIG. 11. Histogram plot of warm-event occurrence in ATL3 in (a) a 54-yr record of TIMACS-CP1 and (b) the high-frequency
component [ f � 3(yr)�1] of the Reynolds SSTA (1950–2003). The frequency decomposition/reconstruction is based on wavelet
decomposition. The criterion for warm event qualification is SSTA larger than 1.5 times its variance.

FIG. 12. TIMACS-CP2 (black line) and TIMACS-CP2-Noise
(gray line) ATL3 indices (°C). Gray shading indicates the period
over which the model is forced over the tropical Pacific sector.
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42% weaker in magnitude than in TIMACS-CP1. The
first SVD mode between the SST and wind stress
anomalies in EA explains 78.5% of the covariance with
a similar pattern to that of Fig. 10c (not shown). The
time scales of the variability and the phase locking
around July are also comparable to TIMACS-CP1,
which confirms the above. These results will be further
confirmed by a stability analysis presented in the dis-
cussion section (see also appendix C).

4. Pacific ENSO remote influence (1982–2001)

In light of the above results, we now investigate the
impact of Pacific ENSO variability on the EA variabil-
ity. In this section, only the interannual ENSO forcing
over the tropical Pacific is considered. Elsewhere the
Reynolds monthly seasonal SST is prescribed as a
boundary condition for the atmosphere. Two regions
where simulated SSTA will be superimposed on the
climatological SST are the EA and the northern tropi-
cal Atlantic. A first series of experiments, in which air–
sea interactions are switched off or on over the EA, is
carried out and analyzed (see Table 2). The results of
these experiments will serve to estimate the role of the
local air–sea coupling in EA under the influence of
ENSO. The role of the air–sea interaction in the NTA
on the ENSO response over the tropical Atlantic is
then considered through other coupled model experi-
ments using a simple slab mixed layer for the tropical
Atlantic off-equatorial regions (see Table 2). The re-
sults of these experiments will allow the role on NTA in
the teleconnection pattern simulated by TIMACS to be
estimated.

a. Pacific remote influence on the EA variability

To analyze the remote effect of the tropical Pacific
interannual forcing without explicit local air–sea feed-
back in the EA, we first force QTCM with observed
SST interannual variability only in the tropical Pacific
(30°S–30°N). Elsewhere, the Reynolds monthly sea-
sonal SST is prescribed as boundary conditions. This
atmospheric-forced experiment is referred to as
QTCM-PAC. This simulation will be further compared
to the results of a twin simulation, where air–sea cou-
pling will be turned on in EA, again with observed
interannual SSTA in the tropical Pacific (hereafter
TIMACS-PAC; see Table 2). This will provide an esti-
mate of the impact of local air–sea feedbacks in EA.

The QTCM-PAC and QTCM-CR zonal wind stress
anomalies (TXA) that are averaged in the ATL4 region
(Fig. 13a) present similar interannual amplitude and
phase, indicating that most of the low-frequency wind

stress variability in the EA originates from the tropical
Pacific. Correlation between ATL4 indices of QTCM-
PAC and QTCM-CR is 0.69 (rms difference is 0.66 �
10�2 N m�2). A time–frequency analysis similar to the
one in section 3a is performed for the QTCM-CR and
QTCM-PAC TXA ATL4 time series. It allows for the
correlation between QTCM-CR and QTCM-PAC and
the explained variance of the QTCM-PAC variability
(referenced to QTCM-CR) to be computed for each
frequency. Results are displayed in Fig. 13b. They con-
firm that QTCM-PAC reproduces the low-frequency
variability of QTCM-CR (periods larger than 36
months), but it does not account for all of the higher
frequencies of QTCM-CR (periods between 12 and 36
months). Thus, the 36–84-month-band reconstructed
time series of the QTCM-PAC and QTCM-CR ATL4
indices are correlated at a 0.97 level (rms difference of
0.12 � 10�2 N m�2). Moreover, this low-frequency
component of the variability is highly correlated to
ENSO (c � �0.84 for QTCM-PAC and c � �0.80 for
QTCM-CR, see the Niño-3 SST index plotted in a
dashed line on Fig. 13a). At a higher frequency [ f �
�30 (month)�1], there are more discrepancies between
the two runs. Note, for instance, that the zonal wind
anomalies in early 1998 are positive for QTCM-CR and
negative for QTCM-PAC. The correlation between the
QTCM-PAC and QTCM-CR ATL4 indices drops to
0.35 for the 12–36-month band (rms difference is 0.59 �
10�2 N m�2).

For estimating the contribution of EA air–sea inter-
actions, we first need to analyze the signature of the
zonal wind stress variability originating from the tropi-
cal Pacific (TXA from QTCM-PAC) on the SST re-
sponse in EA. QTCM-PAC monthly wind stress
anomalies (hereafter PACwinds) are therefore used to
force the OLM at each time step. This run is equivalent
to OLM-CR [see section 2b(2)], but uses PACwinds as
the wind stress forcing. The results for the ATL3 SST
index are presented in Fig. 13d (black line). The ocean
model simulates realistic SSTAs (see correlation in
Table 2), although with less skill than when it is forced
with observations (see Fig. 5b). In particular, it misses
some of the brief events like the 1996 warming and the
consecutive cooling and warming. This illustrates the
importance of air–sea feedback processes in EA.

Next, we investigate how explicit air–sea interactions
in the EA will modify the above results and conse-
quently estimate the role of the local air–sea coupling in
EA under the influence of ENSO. From the results of
section 3b it is expected that local air–sea interactions
in the EA increase the high-frequency component
[�12–36 (month)�1 frequency band] of the variability.
It is interesting to assess whether this holds within a
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realistic framework (i.e., under the influence of pre-
scribed ENSO forcing) and up to what level the high-
frequency variability is increased. To address these
questions, we analyze the outputs of the simulation, in
which the tropical Pacific interannual remote forcing is
prescribed, while air–sea coupling is switched on over
the EA (TIMACS-PAC). The result of TIMACS-PAC
is displayed in Fig. 13d (gray line) for the SSTA ATL3
index and must be compared to results of QTCM-PAC.
Taking into account air–sea interaction in EA, the total
SSTA variability in TIMACS-PAC is only increased for
the whole period by �6%, as compared to QTCM-

PAC. However, a closer inspection of Fig. 13d indicates
that some periods in TIMAC-PAC are marked with
larger variability than in QTCM-PAC. For instance, the
SSTA variability is larger by 12% in 1989–96 for
TIMACS-PAC as compared to QTCM-PAC. This is
associated with a better simulation of some peculiar
events, like the summer 1992 cooling and the June 1996
warming. Analyzing the TXA ATL4 time series from
TIMACS-PAC in a similar manner reveals that the ex-
plained variance is increased by �22% (3%) in the
12–36 (36–84) month�1 frequency band, as expected
from the effect of local air–sea interaction.

FIG. 13. (a) QTCM-PAC (black line) and QTCM-CR (gray line) TXA ATL4 indices (0.01 N m�2).
Reynolds Niño-3 index (°C) is plotted with a dashed gray line. The correlation (plain line) between (b)
QTCM-PAC and (c) TIMACS-PAC and QTCM-CR ATL4 and the explained variance (dashed line) (ref-
erenced to the QTCM-CR variability) as a function of frequency [same as Fig. 9c]. (d) QTCM-PAC (black
line), TIMACS-PAC (gray line), and Reynolds (dashed gray line) ATL3 indexes (°C).
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b. Role of NTA

Air–sea feedback has the potential to modify the
lagged response of the tropical troposphere tempera-
ture to ENSO SST forcing. As shown in Su et al. (2005),
during ENSO the pattern of tropospheric temperature
warming resembles that expected from wave dynamics.
On the other hand, the warming outside the tropical
Pacific increases on a time scale longer than that of the
atmospheric wave adjustment. It is then necessary to
examine the role of the NTA where air–sea feedback
through heat flux adjustment operates during El Niño
events, as shown in Czaja et al. (2002) among others
[see also section 2b(1)]. This region also connects the
descending branch of the Atlantic Hadley circulation
(Wang 2002) with the zonal atmospheric circulation in
the tropical Atlantic and therefore may alter the equa-
torial coupled variability of TIMACS described above.

To do so, as in Su et al. (2005), a simple slab mixed
layer model, where SST changes are driven by heat flux
anomalies, is embedded into the system for the Atlantic
regions outside the EA (i.e., for the 10°–40°N and 10°–
40°S bands), following �(T)t � [Qnet/�Cphmix(x, y, t12)],
with Cp being the water heat capacity (4.18 J g�1 K�1).
In these regions, the mixed layer ocean interacts with
the atmosphere via averaged SST and surface fluxes. A
seasonally varying MLD [hmix(x, y, t12)] is prescribed
(de Boyer Montégut et al. 2004) to take into account
the increase (decrease) of oceanic heat capacity in bo-
real winter (summer). Two simulations, referred as
QTCM-PAC-Slab and TIMACS-PAC-Slab, are carried
out with the slab mixed layer turned on and the equa-
torial MLM turned off and on, respectively (see Table
2). The lagged response to ENSO remote forcing in
DJF is examined over the tropical Atlantic for SSTA in
MAM in Fig. 14. It is compared to observations and to
the results of TIMACS-PAC (i.e., without the slab
mixed layer model).

The results highlight the relaxation of the northeast
trade winds associated to an El Niño event in the tropi-
cal Pacific [see section 2b(1) and Fig. 4]. This leads to a
warming of the SST in the NTA around March–April–
May of about 0.5°C between 5° and 25°N (Fig. 14b1),
associated with the reduction in evaporation (positive
QnetA), which is well captured by the slab model in the
NTA (Figs. 14b2 and 14b4).

Interestingly, there is no impact of air–sea feedbacks
in NTA over the EA as illustrated by the similarity of
the results of TIMACS-PAC and TIMACS-PAC-Slab
in the equatorial band. Both model configurations tend
to overestimate the cooling that follows the El Niño
events. This is mostly due to the deficiency of the model
in simulating the EA warming consecutive to the 1987

and 1997 El Niño events as pointed out in section
2c. On the other hand, the SSTAs in NTA for
QTCM-PAC-Slab and TIMACS-PAC-Slab exhibit a
different pattern, with SSTAs being shifted eastward in
TIMAS-PAC-Slab as compared to QTCM-PAC-Slab.
TIMACS-PAC-Slab is in better agreement with the ob-
servations because the peak of SSTAs warming and the
northeast trade winds relaxation is closer to the western
coast of Africa. This change in the location of the NTA
warming between QTCM-PAC-Slab and TIMACS-
PAC-Slab indicates a feedback between the EA vari-
ability and the meridional atmospheric circulation; the
intensification of the Walker circulation in the EA re-
sults in a relaxation of the Hadley circulation (Bjerknes
1969; Wang 2002; Klein et al. 1999), leading to an east-
ward displacement of the zone of the northeast trade
winds. This was checked by comparing the regressed
maps of the meridional circulation in March–April–
May over the Niño-3 index in November–December–
January for the QTCM-PAC-Slab and TIMACS-PAC-
Slab experiments (not shown). TIMACS-PAC-Slab is
associated to both the intensification of the Walker cir-
culation and a significant relaxation of the Hadley cell
in the Northern Hemisphere, whereas this is not the
case in QTCM-PAC-Slab. Consistent with this inter-
pretation, the timing of the maximum SSTA response
in the NTA (white dashed square in Fig. 14b1) reveals
that SSTAs peaks �2 months later in TIMACS-PAC-
Slab than in QTCM-Slab. Here, again, this better fits
the observations. This suggests that the ENSO response
over the NTA is delayed by air–sea coupled processes
in the EA, as compared to the time it takes the atmo-
spheric ENSO response to reach the NTA through
wave dynamics (i.e., a couple weeks). It also illustrates
the complex interaction between NTA, EA, and the
background remote forcing of ENSO.

5. Discussion and conclusions

The tropical Atlantic low-frequency variability was
studied using an intermediate ocean–atmosphere
coupled system that models the following three funda-
mental processes: 1) the transmission of the remote
ENSO influence over the tropical Atlantic, 2) the
coupled instabilities associated with wave dynamics and
heat fluxes in the equatorial band, and 3) the air–sea
feedback associated with heat flux only in the northern
tropical Atlantic. Each component of the system was
carefully validated from observations and other model
outputs (ID04), allowing for a quantitative estimate of
the impacts of the ENSO remote forcing on the tropical
Atlantic variability and of the air–sea interactions
within the EA. First, our results confirm earlier results
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obtained within different modeling frameworks. In par-
ticular, the equatorial mode (or Atlantic El Niño) is
stable and requires ENSO remote forcing and/or atmo-
spheric noise to be excited (Z93; Nobre et al. 2003).
Our study suggests that ENSO is the dominant source
of the EA variability in the 36–84 month�1 frequency
band. Over the whole 1982–2001 period and for the
whole frequency spectrum of the variability, it was es-
timated that the local air–sea interaction contributes to
�6% of the SSTA variability in EA. It peaks to �12%
for the 1989–96 period of “weaker” El Niño activity.

The equatorial mode in the model has been docu-
mented with a focus on the preferred time scales to
which it is associated. It is shown that the periods from
12 to 36 months are favored for zonal wind stress and
SST variability, which is partly due to the summer
phase locking induced by the interaction between the
interannual variability and the seasonal cycle. Such a
damped oscillation at quasibiennial time scales is con-
sistent with the results of a “two stripped down” simple
model (Jin 1997a,b) configured to the EA (see appen-
dix C for details). This theoretical consistency check for
explaining the privileged time scales of the variability in
the EA of course presents limitations owed in part to
the complex geometry of the Atlantic basin, which is
not symmetrical about the equator. The relative impor-
tance of heat flux forcing as compared to the advection
terms for controlling SST changes is also not considered
within the conceptual model. However, it suggests that
the frequency, growth rate, and spatial pattern (i.e., the
nature of the air–sea interaction) of the leading coupled
mode in the EA is controlled by the strength of the two
coupled feedbacks mentioned above. This is similar to
the tropical Pacific (An and Jin 2001). This may enlarge
the scope of the approaches for investigating the EA
variability. In particular, with respect to its low-
frequency modulation, a similar methodology to An
and Jin (2000) could be tested to investigate the inter-
decadal variability associated to the equatorial wave
dynamics in the Atlantic.

The study also addresses the problem of the connec-
tions between the EA variability and the NTA warm-
ing, generally observed in boreal spring consecutive
with an El Niño event. Model results suggest that,
whereas the EA variability is not sensitive to NTA vari-
ability, the characteristics of the NTA warming in bo-
real spring depends on the response to ENSO forcing in
the EA. In the model, the effect of air–sea coupling in
the EA is to extend the NTA warming farther to the
east and to delay it by a couple of months, consistently
with observations and a recent modeling study (Su et al.
2005). Although not shown, experiments with idealized
periodic ENSO remote forcing (typical of the strong

1997 El Niño or the weak and central 1992 El Niño)
also exhibit such characteristics. This indicates that the
NTA variability is, to some extent, controlled by the
EA interannual variability. This may have conse-
quences for the interpretation of the so-called dipole
mode in the tropical Atlantic. In fact, an EOF analysis
of SSTA from TIMAC-PAC-Slab reveals a dipolelike
structure for the third mode (Fig. 15). The first two
modes better capture the equatorially confined vari-
ability (not shown). Interestingly, the associated time
series of the third mode exhibits a prominent interdec-
adal oscillation. Note that similar characteristics are
found for the experiments with idealized periodic
ENSO remote forcing mentioned above (not shown).
Despite model flaws [in particular, a tendency to pro-
duce too-cold events after El Niños (cf. Fig. 14)], these
results suggest that part of the interhemispheric mode
of variability may be explained by coupled processes
within the tropical Atlantic, and that the ENSO remote
forcing behaves as a triggering process of the interac-
tion between the EA and the NTA. How external
sources of the interdecadal variability [North Atlantic
Oscillation (NAO), Pacific decadal oscillation (PDO),
and others] superimpose on this mechanism needs to be
further investigated. Considering the magnitude of the
interdecadal variability in the model and observations,
further improvement of the model physics may be nec-
essary. For instance, the model overestimates the
ENSO response in the EA, which may be partly due to
the fact that topographic effects over the Andes are not
resolved in the baroclinic equations (see Zeng et al.

FIG. 15. Third EOF mode of TIMACS-PAC-Slab SSTA (1982–
2001). (top) The spatial structures of SSTAs are contoured every
0.1°C and positive SSTAs are shaded every 0.05°C. (bottom) The
associated normalized time series are represented, along with its
5-yr running mean (dashed line). The percentage of covariance
explained by the mode is indicated on top of the plot.
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2000 for details) and that the meridional wind stress
variability is underestimated. Along with the investiga-
tion of the extratropical forcing, such improvement of
the model may help to understand why the model fails
to simulate realistic SSTA in the EA after the 1987 and
1997 El Niño events.

Despite these limitations, however, it is striking that,
considering the relatively simple physics of TIMACS,
the model simulates the dominant aspects of the tropi-
cal Atlantic variability and related ENSO teleconnec-
tions. This, in particular, is encouraging for further
study of interbasin influences at decadal-to-interdecadal
time scales that requires long-term simulations.
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APPENDIX A

Validation of the Anomalous Subsurface
Temperature Formulation

Simulated subsurface temperature anomalies (Tsub)
are derived from the baroclinic mode contributions to
sea level anomalies (sln), assuming that thermocline
anomalies are equivalent to the isotherm vertical dis-
placement and using the hydrostatic equations (cf. De-
witte 2000),

Tsub � �T
� 1


n�1

6

sln � �z�Fn	max�hmix, 50 m�
�

	see section 2b�2� for notations
.

The following illustrates the skill of such a formula-
tion. Because the proposed formulation depends on the

baroclinic mode contributions to pressure anomalies
that cannot be derived directly from observations, a
vertical mode decomposition of the CLIPPER dataset
has been used for the validation (see ID04 for details).
The resulting anomalous vertical gradient Tz is then
calculated as Tobs

z � (Tobs � Tobs
50 m/50 m) and compared

to the observed anomalous vertical gradient derived
from the TAOSTA dataset. Statistics are provided in
Fig. A1 along the equator for the 1981–98 period. As a
benchmark, we present the results of the parameteriza-
tion of Z93, in which the thermocline depth is derived
from CLIPPER. Figure A1 indicates that the proposed
formulation is successful in simulating realistic subsur-
face temperature along the equator, with better skill
than with the Z93 parameterization in the central EA.
For instance, correlation (rms difference) increased
(decreased) by 0.4 (0.2°C) at 25°W compared to the
results of the Z93 parameterization.

APPENDIX B

Oceanic Model Climatologies

The seasonal surface currents u, � and w prescribed
in the MLM were obtained by forcing the OLM with
monthly mean climatological winds from ERA-40. The
seasonal zonal currents are compared to the currents
derived from satellite data of the Ocean Surface Cur-
rent Analyses-Real Time (OSCAR; information avail-
able online at http://www.oscar.noaa.gov; see ID04 for
the data description). An estimation of seasonal verti-
cal currents is derived from CLIPPER and is used for
the comparison with OLM. Results are presented as
Hovmoeller plots along the equator in Fig. B1. The
seasonal variability simulated by OLM generally com-
pares well with the estimates from observations and

FIG. A1. Comparison between CLIPPER subsurface tempera-
ture (50 m) and the results of model parameterizations along the
equator. Correlation between CLIPPER and the “new” (Z93)
parameterization is displayed in plain thick (thin) line, while the
rms difference (°C) is displayed in dashed thick (thin) line.
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OGCM outputs in terms of phase relationship. For in-
stance, strong westward surface currents appear around
June–July in association with the intensification of the
trade winds, while upwelling is maximum at the same
period. Westward-propagating features are prominent
in all fields and compare well with the model; the cor-
relation coefficient averaged along the equator reaches
0.76 (0.69) for the zonal current (vertical velocity). The
largest discrepancy is found for the magnitude of the
variability, which is larger for OLM than for the esti-
mates from observation and CLIPPER. Whether or not
this is a model flaw needs to be further investigated. In
the absence of better datasets with which to compare,
and because they lead to a realistic simulation of SSTA
(see Fig. 5), these climatologies are used in the model.

APPENDIX C

An Equatorial Ocean Recharge Paradigm for the
Equatorial Atlantic

At the first order, the large-scale coupled oscillating
modes of the tropical oceans are controlled by two ma-
jor processes known as the thermocline feedback and
the zonal advective feedback (An and Jin 2001). The

thermocline feedback leads to a coupled mode through
the merging of the damped SST mode and ocean ad-
justment mode, while the zonal advective feedback
tends to destabilize the gravest ocean basin mode. The
characteristics of the leading coupled mode (frequency,
growth rate, and spatial pattern) are controlled by the
relative strength of these two coupled feedbacks. Jin
and An (1999), An and Jin (2000) and An and Jin
(2001) have largely interpreted the equatorial Pacific
variability in light of this diagnostic. Here, we take ad-
vantage of this formalism and apply it to the EA in
order to infer theoretical material for the interpretation
of the equatorial mode.

The Jin (1997b) stripped-down conceptual model is
thus adapted to the EA basin. We derive the model
parameter value from TIMACS and observations in the
EA. We will review the main characteristics of the
stripped-down model of Jin (1997b). For a more de-
tailed description and the notations the reader is re-
ferred to Jin (1997a,b).

As shown in Jin (1997a,b), the ocean dynamics equa-
tion for the thermocline depth anomalies along the
equator (he) and in the off-equator strip, centered at
yn � 2 (hn), can be written as

���t � �m��he � hn� � �xhe � �xe

��t � �m�hn � �xhn�yn
2 � �y��x �y�	y�yn

, with wave reflection conditions, �he � rWhn

hn � rEhe

.

FIG. B1. Longitude time plot of currents climatologies along the equator. For clarity, the climatologies are repeated. Prescribed
surface zonal current climatology from the OLM, along with the satellite-derived surface zonal current climatology (F. Bonjean 2004,
personal communication) is displayed on the two left panels. Negative values are shaded. Unit: cm s�1. On the right two panels,
prescribed vertical current climatology from the OLM, along with the CLIPPER vertical current climatology is displayed. CLIPPER
vertical currents are computed at 50-m depth. Unit: m day�1.
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Here �xe(x) is the zonal wind stress anomaly evaluated
along the equatorial strip. With the second baroclinic
mode being the most energetic in the EA (ID04), the
phase speed of the second baroclinic mode (c � 1.34)
was chosen for the oceanic Rossby deformation radius
and the damping rate (�m � 1/10.45 month�1).

An and Jin (2001) coupled the former conceptual
ocean model to a simplified mixed layer and atmo-
spheric model. The changes of SST along the equator
(Te) are described by a linearized equation about an
upwelling climate state [w1(x)] and the zonal gradient
of mean SST [�T(x)] in a constant-depth mixed layer
(H1.5 � 50 m), �tTe � �c(x)Te � �(x)he � a(x)( he � hn),
with a(x) � ��T(x)/H1.5, �(x) � �0(x)w1/H1.5, and
c(x) � �T � w1/H1.5 (�T � 1/125 days�1).

All of the parameters required for this conceptual
model (see An and Jin 2001 for details) were derived
from the TIMACS prescribed climatologies (see appen-
dix B) and parameterizations (see appendix A). As in
An and Jin (2000), an empirical atmospheric model of
the equatorial strip describing the linear relationship
between SST and wind stress anomalies based on the
ERA-40 data in the 1°S–1°N equatorial band is used.

The linear eigensolutions of the two-strip model are
calculated numerically with a 2° resolution in longitude

and using a first-order upstream scheme. Results as dis-
played in Fig. C1 for a particular set of parameters.
Although the results are sensitive to the values of the
reflection efficiency at the meridional boundaries, the
solution of the system in reasonable parameter ranges
leads to negative growth rate (i.e., stable) modes. At
weak coupling efficiency (i.e., no air–sea interaction),
one can observe the signature of the damped basin
mode. For realistic coupling efficiency (i.e., �1.0), the
solution of the system highlights a stable mode oscillat-
ing at frequencies in the 20–30 month�1 range.
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