Interannual variability in the South-East Atlantic Ocean, focusing on the Benguela Upwelling System: Remote versus local forcing
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Abstract We investigate the respective roles of equatorial remote (Equatorial Kelvin Waves) and local atmospheric (wind, heat fluxes) forcing on coastal variability in the South-East Atlantic Ocean extending up to the Benguela Upwelling System (BUS) over the 2000–2008 period. We carried out a set of six numerical experiments based on a regional ocean model, that differ only by the prescribed forcing (climatological or total) at surface and lateral boundaries. Results show that at subseasonal timescales (&lt;100 days), the coastal oceanic variability (currents, thermocline, and sea level) is mainly driven by local forcing, while at interannual timescales it is dominated by remote equatorial forcing. At interannual timescales (13–20 months), remotely forced Coastal-Trapped Waves (CTW) propagate poleward along the African southwest coast up to the northern part of the BUS at 24°S, with phase speeds ranging from 0.8 to 1.1 m.s⁻¹. We show that two triggering mechanisms limit the southward propagation of CTW: interannual variability of the equatorward Benguela Current prescribed at the model’s southern boundary (30°S) and variability of local atmospheric forcing that modulates the magnitude of observed coastal interannual events. When local wind stress forcing is in (out) of phase, the magnitude of the interannual event increases (decreases). Finally, dynamical processes associated with CTW propagations are further investigated using heat budget for two intense interannual events in 2001 and 2003. Results show that significant temperature anomalies (±2°C), that are mostly found in the subsurface, are primarily driven by alongshore and vertical advection processes.

1. Introduction

The four Eastern Boundary Upwelling Systems (EBUS; Benguela-Canaries-California-Humboldt) are among the most productive oceanic ecosystems in the world [Carr, 2002; Carr and Kearns, 2003; Chavez and Messié, 2009], and support vast and diversified marine populations, as well as essential habitats for marine biodiversity. They sustain around 20% of global fisheries for an oceanic surface of only ~1% of the global ocean [Fréon et al., 2009]. This is mainly due to the upwelling of nutrient rich, saline, and cold waters from the subsurface to the sunlit surface layer. Coastal upwelling and Ekman offshore transport [Strub et al., 1998] are forced by dominant surface equatorward wind stress while Ekman pumping is associated with positive wind stress curl [Albert et al., 2010; Junker et al., 2014]. In most EBUS, mesoscale and submesoscale structures (eddies, filaments, and fronts) play an important role on the ocean dynamics. They develop primarily from baroclinic instabilities [Penven et al., 2005], associated with strong horizontal and vertical shear of the alongshore current system. They modify the lateral flux of physical and biogeochemical tracers and induce a strong mixing [Penven et al., 2001; Shannon et al., 2006; Veitch et al., 2009; Gutknecht et al., 2013]. The oceanic circulation in EBUS is also highly sensitive to the connection with equatorial dynamics. The latter is associated with eastward propagation of Equatorial Kelvin Waves (EKW), triggered by trade wind modulations in the western equatorial part of the basin [Kessler et al., 1995; Cravatte et al., 2003; Illig et al., 2004, 2006; Illig and Dewitte, 2006; Rouault et al., 2007]. When EKW reach the basin’s eastern coast, a significant part of their energy is transmitted poleward as propagating Coastal Trapped Waves (CTW) which contribute to a great amount of coastal oceanic variability [Brink et al., 1978; Romea and Smith, 1983; Clarke, 1983; Hormazabal et al., 2002; Polo et al., 2008; Echevin et al., 2011, 2014; Belmadani et al., 2012]. In particular, these waves trigger temperature anomalies which could impact atmospheric circulation and rainfall [Shannon et al., 1986; Rouault et al., 2003], and could also have severe effects on nearshore upwelling and biological...
productivity. During their propagation, CTW trigger vertical displacements of the thermocline which may modulate surface and subsurface temperature by ~±2°C and imprint the Sea Level Anomaly (SLA) by several centimeters [Pizarro et al., 2001, 2002; Leth and Middleton, 2006; Rouault et al., 2009; Colas et al., 2008; Polo et al., 2008; Richter et al., 2010; Belmadani et al., 2012]. They may also modulate coastal biogeochemical conditions [Echevin et al., 2014]. In order to track their propagation, many recent studies have been focusing on observed satellite SLA and Sea Surface Temperature (SST) signals [Polo et al., 2008; Pizarro et al., 2001, 2002; Dewitte et al., 2008b; Goubanova et al., 2013].

When compared to the other three EBUS, the Benguela Upwelling System (BUS) which runs along the southwest coast of Africa from 34°S to 19°S presents some unique characteristics and has been documented to be one of the highest primary fisheries producers in the world [Carr, 2002; Carr and Keams, 2003]. It is bordered both to the north and south by two warm water currents: the Angola and Agulhas currents, respectively. These energetic boundaries with strong currents and Eddy Kinetic Energy (EKE) may have large impacts on BUS variability [Shannon and Nelson, 1996; Shillington, 1998; Shillington et al., 2006; Field and Shillington, 2005; Backeberg et al., 2012]. This ecosystem undergoes recurrent temperature fluctuations, at wide frequency ranges, spanning from submonthly to decadal timescales. To explain these temperature variations, several mechanisms have been put forward at submonthly (<30 day) and intraseasonal (30–90 day) timescales. Goubanova et al. [2013] did not find any evidence of intraseasonal CTW signature on the satellite SST variability in the BUS during the 2000–2008 period. They instead attribute the sub-monthly and intraseasonal coastal SST variability off Angola to modulation of alongshore winds, associated with eastward propagating disturbances in the midlatitudes and to Antarctic oscillation variability (or Southern Annular Mode), respectively. In agreement with Goubanova et al. [2013], using intraseasonal SLA from altimetry, Polo et al. [2008] observed signatures of equatorially forced CTW (with phase speeds between 1.5 and 2.1 m.s⁻¹) along the African coast, but no further south than 12°S. Hence, their results suggest that the connection with remote equatorial variability does not affect the BUS. Note that, both studies were limited by the observed data sets at their disposal. In particular, due to extended masking of satellite data (from land contamination), the identification of CTW signature remains difficult. For longer periods—interannual (18 months) [Florenchie et al., 2004] to decadal [Shannon et al., 1986] timescales—the strongest SST modulations have been called Benguela Niños [Shannon et al., 1986] in reference to poleward propagation of warm water along the equatorial Pacific Ocean and the Peruvian coastline during El Niño events. Benguela Niños are marked by a poleward intrusion of warm equatorial water and reduced upwelling, which diminish nutrient supplies in the euphotic layer. This could lead to drastic consequences for the whole trophic chain [e.g., Cury and Shannon, 2004]. Two forcing mechanisms for these Benguela Niños are discussed in the literature. The first relates to zonal wind stress modulation in the western equatorial Atlantic that triggers the EKW which propagate along the equator and subsequently generate CTW along the southwestern coast of Africa. The second mechanism is the disparity in magnitude and position of the South Atlantic Anticyclone that causes wind forcing variations in both regions (along the equator and in the Angola-Benguela Area (ABA, 8°E-coast, 15°S–10°S) [Shannon and Nelson, 1996]. At interannual timescales, based on ocean-atmosphere coupled model analysis, Richter et al. [2010] have suggested that meridional winds along the southwestern coast of Africa contribute substantially to interannual SST variability. However, numerous studies [Philander, 1986; Florenchie et al., 2003, 2004; Huang et al., 2004; Reason et al., 2006; Hu and Huang 2007; Rouault et al., 2009; Libbecke et al., 2010] have discussed remote equatorial influence on the Benguela Niño and point out the strong connection between oceanic variability in the ABA and the equatorial Atlantic Ocean.

The aim of this paper is to investigate the contribution of remote equatorial forcing versus local forcing (wind stress and surface heat fluxes) on oceanic variability along the African coast in the South-East Atlantic Ocean, with a focus on the Benguela Upwelling System. In particular, we aim to quantify the most poleward latitude to which CTW can propagate and impact oceanic variability along the coast of southwestern Africa.

We focus on the interannual timescales, given that at these frequencies altimetry SLA provides a coherent signature at the equator and along the African coast. This is illustrating on Figure 1 that presents the energy spectra of the Anomalies (A) of SLA relative to the seasonal cycle (see section 2.3 for filtering methodology) estimated from AVISO data (see section 2 for data description) as a function of longitude along the equator, and latitude along the southwestern coast of Africa. It highlights that compared to the intraseasonal signal, interannual periods (~380–520 days) provide a continuous and significant signal from the center of the...
equatorial basin as far as 17°S along the African coast. Our approach is based on numerical experimentation with a regional ocean model. This approach overcomes the limitation encountered by Polo et al. [2008] and Goubanova et al. [2013] as well as providing an evaluation of subsurface variability, where the CTW signature is expected to be more intense than in the surface layer [Brink, 1982; Lübbecke et al., 2010]. Like Illig et al. [2014], we perform sensitivity experiments in order to isolate remote forcing from the local forcing contribution, and identify their respective impacts on physical oceanic dynamics (temperature, SLA, currents, density, and heat budget).

The paper is structured as follows: the next section describes observed data sets and reanalysis as well as the methodology used in this study. Section 3 presents the regional oceanic model, as well as a description of numerical experiments carried out for sensitivity analysis. Note that the estimation of the model performances against in situ data is provided in Appendix A. Sections 4 and 5 are devoted to result analysis. First, we quantify the contributions of remote versus local forcing to the South-East Atlantic oceanic variability and we analyze the properties associated with poleward propagating CTW at interannual timescales. We discuss the most southward latitude at which CTW signatures can be observed in the surface and subsurface layers. Following this, we evaluate CTW characteristics along the African coast as far as the Benguela Upwelling System. We quantify the associated thermodynamical processes based on analysis of online heat budget. Finally, concluding remarks and perspectives to this work are given in section 6.

2. Observation, Reanalysis Data Sets, and Methods

For forcing and analysis of model simulations performed in this study, different satellite and reanalysis outputs are used.

2.1. Satellite Data Sets
2.1.1. Wind Stress
We use gridded Sea Winds scatterometer zonal and meridional wind stress observations from NASA satellite QuikSCAT [Liu et al., 1998]. This data are available over the 2000–2008 period as daily means with a resolution of 0.5° × 0.5°, through the French ERS Processing and Archiving Facility CERSAT (http://cersat.ifremer.fr). In near coastal regions, data are masked and not available within a range of 25 km to the coast due to land contamination. Note that for modeling purposes an extrapolation of momentum fluxes was performed within QuikSCAT blind zone using a simple near-neighbor procedure.

2.1.2. Sea Level Anomalies (SLA)
We use the gridded AVISO combined product for SLA, provided by the Ocean Topography Experiment TOPEX/Poseidon/Jason and the European Remote Sensing Satellite ERS-1/2 data sets. We used AVISO data from January 2000 up to December 2008 with a daily frequency on a 1/3° Mercator grid [Le Traon et al., 1998; Ducet et al., 2000].

Figure 1. Global Normalized Wavelet Power Spectrum (GNWPS) of SLA Anomalies (A) relative to the seasonal cycle along the equator (left-side plot) and along the African southwest coast (right-side plot) for the 2000–2008 period for satellite data (AVISO) averaged every 5 days. Black contour interval is 1 cm². White contour corresponds to significant values at 90% confidence level.
2.2. Reanalysis Data Sets

2.2.1. Oceanic Reanalysis

The outputs of the Simple Ocean Data Assimilation reanalysis (SODA, version 2.1.6) are used at the open boundaries of our model configuration (see sections 2.1 and 2.3). SODA provides a set of estimated ocean states based on numerical simulations with data assimilation from the 1994 World Ocean Atlas (WOA-94); other hydrography data; SST; altimetry sea level; and data from NODC, NCEP, and TOGA/TAO over the 1958–2008 period. Additionally, SODA is driven by surface winds from the European Center for Medium-Range Weather Forecasts ERA-40 and ERA-Interim reanalysis data. See Carton et al. [2000], Carton and Giese [2008], and Carton et al. [2005] for more details on the model and data assimilation procedures. Homogeneous temporal series of 5 day averages of temperature, salinity, sea level, and currents, with a horizontal resolution of $0.5^\circ \times 0.5^\circ$ and 40 vertical levels are available at http://www.atmos.umd.edu/~ocean/data.html.

2.2.2. Atmospheric Reanalysis

For our model configuration, oceanic surface heat fluxes and Sea Surface Salinity (SSS) are provided by the National Center of Environmental Prediction-Climate Forecast System Reanalysis (NCEP-CFSR) [Saha et al., 2010]. NCEP-CFSR outputs are available on a $0.5^\circ \times 0.5^\circ$ horizontal grid at different temporal resolutions (from hourly to monthly) over the 31 year period extending from 1979 to 2009. CFSR is a coupled (ocean/atmosphere/land surface/sea ice) data assimilation system using observed SST, temperature, and salinity profiles from MBT, XBT, CTD, Argo, and TAO. This product is a significant upgrade from the older reanalysis (NCEP-R1, NCEP-R2) done at NCEP [Kalnay et al., 1996; Kanamitsu et al., 2002]. In particular, the model was improved by adding finer atmospheric resolution, an advanced assimilation scheme, an atmosphere-land-ocean-sea ice coupling, and the assimilation of satellite radiance.

2.3. Methods and Tools

2.3.1. Filtering Procedure

In the tropical Atlantic Ocean, salient variables are mostly dominated by the annual and semiannual cycles over the equatorial sector and along the African coast [Wilson and Adamec, 2002; Schouten et al., 2005]. In order to retain only the interannual variability, we use methodology from Mosquera-Vásquez et al. [2014]:

1. Anomalies (A) are primarily considered as departures from the monthly climatology. To do so, we first estimate the monthly climatology over the 2000–2008 period and interpolate it onto the original 5 day resolution using cubic splines. Then, this monthly climatology at 5 day resolution is subtracted from the original data. This filter is applied to remove the seasonal cycle (annual and semiannual frequencies) while subseasonal (submonthly and intraseasonal) and interannual variabilities survive in the filtered time-series.

2. From these anomalies (A), we extract the interannual frequencies (IA): to do so, we estimate the monthly means of the Anomalies (A), which are then smoothed using a 1-2-1 filter (1-2-1 running weighted average) and interpolated back onto the 5 day original resolution using cubic splines. The spectral characteristics of this low pass filter were examined using a Gaussian white noise. The resulting transfer function depicts a $-10$ dB, $-3$ dB, $-1$ dB attenuation (10%, 50% 79% of the input power survives) at 100 d$^{-1}$, 168 d$^{-1}$, and 283 d$^{-1}$.

Subseasonal anomalies are defined as the complementary signal to the interannual anomalies: They are calculated by subtracting the IA from A [see Goubanova et al., 2013; Illig et al. 2014].

2.3.2. Wavelet Analysis

The wavelet analysis is a powerful tool, commonly used in geophysics for detecting time-frequency variations within time-series. A detailed description of the wavelet analysis used in this study can be found in Torrence and Compo [1998]. In order to describe spatial and temporal characteristics of EKW and CTW, we have chosen to use a 1-D (time) wavelet analysis with a continuous wavelet transform based on the Morlet function ($\omega_0 = 6$). In order to compare the wavelet spectrum’s amplitude at different frequencies, we estimated the Normalized Wavelet Power Spectrum (NWPS) using the method described in Goubanova et al. [2013]. Also, following Torrence and Compo [1998], significance levels (at 95%) are determined from the $\chi^2$ distribution calculated from the autocorrelated time-series at lag $-1$ (5 days) and lag $-2$ ($-10$ days).

2.3.3. EOF Analysis

In order to extract the dominant mode of interannual variability, we apply a classic Empirical Orthogonal Function (EOF) decomposition [Toumazou and Cretaux, 2001] to the data set over the 2000–2008 period.
We normalized the EOF spatial patterns (hereafter referred to as EOFs) and the associated time-series (Principal Component or PC) so that the maximum of each EOF is equal to one.

2.3.4. Vertical Mode Decomposition

SODA model outputs are further used to derive an estimate of EKW contributions based on a modal decomposition of variability (pressure and zonal current), which is not possible to obtain from available surface observations. Contributions of the first three EKW modes (the most energetic at interannual timescales) are derived following the method described in Illig et al. (2004). This method consists in deriving vertical modes from seasonally and zonally slow-varying stratification over which pressure and zonal current anomalies are projected. This provides the baroclinic mode contribution to sea level and zonal current which are then projected onto the theoretical meridional structures of EKW, accounting explicitly for the coastal boundary near the equator in the Gulf of Guinea [Cane and Sarachik, 1979]. EKW are expressed in terms of amplitude of their contribution to sea level anomalies. This method using SODA output was shown to be efficient in capturing the salient features of the propagating characteristics (phase speed and amplitude) of EKW contributions for both the Pacific [DeWitte et al., 2008a,b] and Atlantic [Goubanova et al., 2013] Oceans.

3. Regional Oceanic Simulations

In order to quantify the respective roles of boundary forcing: namely, remote equatorial forcing and local atmospheric forcing on the variability along the southwestern coast of Africa, we use a regional oceanic physical model of the South-East Atlantic Ocean. The following section is devoted to describing the model configuration and various experiments that were performed. A summarized analysis of how the model reference simulation performed with regards to mean state and interannual variability is provided in Appendix A.

3.1. Regional Ocean Model Configuration

The Regional Ocean Modeling System (ROMS—Haidvogel et al. [2000]; Shchepetkin and McWilliams [2003, 2005]) is used to simulate the salient features of large and regional-scale circulation patterns in the South-East Atlantic region. ROMS is a free surface, topography-following coordinate model with a split-explicit time stepping that solves primitive equations based on Boussinesq and hydrostatic approximations. In this study, we use the AGRIF (Adaptive Grid Refinement in Fortran, Debreu et al. [2008]) version of ROMS (version 3.0) which is freely available at http://www.romsagrif.org and is regularly improved and updated by its developers [Penven et al, 2006a; Debreu et al, 2012]. Subgrid-scale vertical mixing is parameterized using a K-Profile Parameterization (KPP) boundary layer scheme [Large et al., 1994]. For the tracers, we used the horizontal third-order upstream advection scheme with split and rotated diffusion [Marchesiello et al., 2009; Lernati et al., 2012], recommended in realistic applications to preserve water masses.

The domain covers the region between 30°S and 7°N, spanning from 10°W to the southwestern coast of the African continent (Figure A1a in Appendix A). The horizontal resolution is 1/12° (~9.25 km at the equator) with 37 sigma vertical levels, which are stretched in the surface layer. As shown by Penven et al. [2006a,b], this configuration is suitable to correctly resolve coastal upwelling processes and most mesoscale dynamics. Indeed, the wavelength associated with the first baroclinic Rossby Radius in the region along the coast of interest varies from ~250 km near the equator to 20 km at 30°S [Houry et al., 1987; Chelton et al., 1998].

Within this configuration, the western and southern borders are open using a mixed radiation-nudging scheme [Marchesiello et al., 2001] with temperature, salinity, sea level, and currents fields derived from SODA reanalysis (see section 2.2), while the northern and eastern boundaries remain closed. Our choice for using SODA at our model Open Boundary Conditions (OBCs) was motivated by its skills in correctly simulating the EKW propagating characteristics, along with the vertical structure of temperature, pressure, and currents (see section 2.3). Topography is derived from the GEBCO_08 global elevation database at 30 arc-second spatial resolution (http://www.gebco.net). Note also that a linear adjustment of model bathymetry to SODA bathymetry is made within a 2° band in order to ensure continuity of both model solutions (SODA and ROMS). Wind stress forcing comes from daily QuikSCAT gridded data, while for surface heat flux forcing we used daily averages of atmospheric NCEP/CFOR reanalysis using bulk formulations [Fairall et al., 1996]. As no river discharges are taken into account in our ROMS simulations, modeled SSS is restored to the SSS from NCEP/CFOR ocean reanalysis (see section 2.2). For initial conditions, SODA potential temperature, salinity, horizontal current, and Sea Surface Height (SSH) of the January 2000 year fields were used.
The model reaches an equilibrium state after 5 years of spin-up, performed using climatological forcing (OBC and surface forcing) estimated over the 2000–2008 period. Then, the simulation is performed over a 9 year period spanning from 2000 to 2008, during which 5 day averages of model state variables (temperature, salinity, currents), as well as temperature budget terms and daily averages of SSH were stored. For the interannual variability study, which is the focus of this paper, 9 years of simulation is a short period. However, thanks to our filtering methodology, it is sufficient to represent known extreme IA events (2001—Rouault et al. [2007]; 2006/2007—Marin et al. [2009]). Moreover, it corresponds to available QuikSCAT data which provides the best model estimates and allows us to conserve consistent atmospheric forcing for the entire time-series.

Performance of the reference simulation (ROMSREF) is presented in Appendix A. Results show a realistic simulation of the South-East Atlantic Ocean mean state and interannual variability. Thus, we gain confidence in use of our model outputs and carry out sensitivity experiments regarding model forcing to study the influence of CTW along the southwest coast of Africa and their impact in the Benguela Upwelling System.

### 3.2. Numerical Experiments

A set of six numerical experiments were carried out in order to identify the oceanic response in the southeastern part of the Atlantic Ocean, to different forcing conditions: wind stress, heat flux, and equatorial remote forcing (EKW). Therefore, our ROMS experiments differ only by forcing at the model boundaries: OBC and surface atmospheric forcing (wind stress and heat fluxes) which are either climatological or real time (see Table 1 for a summary of these numerical experiments). First, we define the reference simulation described in section 3.1: ROMSREF simulation is the most realistic experiment performed using 5 day SODA at the ocean boundaries, daily QuikSCAT wind stress, and daily NCEP-CFSR atmospheric forcing. Then, with the aim of isolating the impact of EKW along the African southwest coast from local atmospheric forcing (wind stress and heat fluxes), we define a second simulation, labeled ROMSEQ, in which the 5 day SODA reanalysis is used at the western boundary between 10°N and 10°S, while the remaining OBC and surface atmospheric forcing (wind stress and heat fluxes) are set to climatology. Within this configuration, at interannual timescales, the South-East Atlantic regional circulation is impacted by remote equatorial forcing (and internal model variability) and hence CTW are expected to propagate along the southwest coast of Africa. Next, a sensitivity experiment to the southern boundary dynamics is performed (cf. section 4.3): ROMSEQSOUTH and is based on ROMSEQ configuration except that we apply real time forcing (5 day SODA) at all OBCs. Two configurations have been designed in order to quantify atmospheric forcing (wind stress and heat fluxes) influence on interannual South-East Atlantic Ocean variability. The first configuration is ROMSLOCAL and is a paired experiment to ROMSEQ in which OBC’s are climatological (i.e., no remote equatorial forcing), while daily surface forcing (wind stress and heat fluxes) is used over the entire domain. Thus, in ROMSLOCAL, only atmospheric effects are expected to trigger interannual variability (as well as intrinsic variability). However, even if most EKW are forced in the western equatorial Atlantic [Zebiak, 1993; Illig et al., 2004, 2006; Illig and Dewitte, 2006] due to the design of our model configuration whose western boundary is at 10°W, wind-stress fluctuations in the Gulf of Guinea can also force eastward equatorial Kelvin Waves, which in turn can trigger poleward CTW. In the framework of the present study, this mechanism has to be considered as remote forcing. In order to quantify the importance of EKW forced in the Gulf of Guinea in ROMSLOCAL, another sensitivity experiment was carried out to limit generation of EKW in the Gulf of Guinea (cf. section 4.3): ROMSLOCAL_SOUTH presents the same characteristics as ROMSLOCAL, except that north of 4°S climatological wind stress and heat flux forcing have been prescribed. Note that a linear adjustment was made on a 2° width band (from 4°S to 6°S) to insure continuity between both forcing (climatological and total) and reduce erroneous wind

<table>
<thead>
<tr>
<th>Name</th>
<th>Open Boundary Conditions (OBCs)</th>
<th>QuikSCAT Wind Stress Forcing Specification</th>
<th>Heat/Water Flux Forcing Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROMSREF</td>
<td>Total</td>
<td>Total</td>
<td>Total</td>
</tr>
<tr>
<td>ROMSEQ</td>
<td>Total, between 10°N–10°S</td>
<td>Climatological</td>
<td>Climatological</td>
</tr>
<tr>
<td>ROMSEQSOUTH</td>
<td>Climatological</td>
<td>Total, except North of 4°S</td>
<td>Total</td>
</tr>
<tr>
<td>ROMSLOCAL</td>
<td>Climatological</td>
<td>Total</td>
<td>Climatological</td>
</tr>
<tr>
<td>ROMSLOCAL_SOUTH</td>
<td>Climatological</td>
<td>Total</td>
<td>Total</td>
</tr>
<tr>
<td>ROMSCLIM</td>
<td>Climatological</td>
<td>Climatological</td>
<td>Climatological</td>
</tr>
</tbody>
</table>

The model reaches an equilibrium state after 5 years of spin-up, performed using climatological forcing (OBC and surface forcing) estimated over the 2000–2008 period. Then, the simulation is performed over a 9 year period spanning from 2000 to 2008, during which 5 day averages of model state variables (temperature, salinity, currents), as well as temperature budget terms and daily averages of SSH were stored. For the interannual variability study, which is the focus of this paper, 9 years of simulation is a short period. However, thanks to our filtering methodology, it is sufficient to represent known extreme IA events (2001—Rouault et al. [2007]; 2006/2007—Marin et al. [2009]). Moreover, it corresponds to available QuikSCAT data which provides the best model estimates and allows us to conserve consistent atmospheric forcing for the entire time-series.

Performance of the reference simulation (ROMSREF) is presented in Appendix A. Results show a realistic simulation of the South-East Atlantic Ocean mean state and interannual variability. Thus, we gain confidence in use of our model outputs and carry out sensitivity experiments regarding model forcing to study the influence of CTW along the southwest coast of Africa and their impact in the Benguela Upwelling System.

### 3.2. Numerical Experiments

A set of six numerical experiments were carried out in order to identify the oceanic response in the southeastern part of the Atlantic Ocean, to different forcing conditions: wind stress, heat flux, and equatorial remote forcing (EKW). Therefore, our ROMS experiments differ only by forcing at the model boundaries: OBC and surface atmospheric forcing (wind stress and heat fluxes) which are either climatological or real time (see Table 1 for a summary of these numerical experiments). First, we define the reference simulation described in section 3.1: ROMSREF simulation is the most realistic experiment performed using 5 day SODA at the ocean boundaries, daily QuikSCAT wind stress, and daily NCEP-CFSR atmospheric forcing. Then, with the aim of isolating the impact of EKW along the African southwest coast from local atmospheric forcing (wind stress and heat fluxes), we define a second simulation, labeled ROMSEQ, in which the 5 day SODA reanalysis is used at the western boundary between 10°S and 7°N, while the remaining OBC and surface atmospheric forcing (wind stress and heat fluxes) are set to climatology. Within this configuration, at interannual timescales, the South-East Atlantic regional circulation is impacted by remote equatorial forcing (and internal model variability) and hence CTW are expected to propagate along the southwest coast of Africa. Next, a sensitivity experiment to the southern boundary dynamics is performed (cf. section 4.3): ROMSEQSOUTH and is based on ROMSEQ configuration except that we apply real time forcing (5 day SODA) at all OBCs. Two configurations have been designed in order to quantify atmospheric forcing (wind stress and heat fluxes) influence on interannual South-East Atlantic Ocean variability. The first configuration is ROMSLOCAL and is a paired experiment to ROMSEQ in which OBC’s are climatological (i.e., no remote equatorial forcing), while daily surface forcing (wind stress and heat fluxes) is used over the entire domain. Thus, in ROMSLOCAL, only atmospheric effects are expected to trigger interannual variability (as well as intrinsic variability). However, even if most EKW are forced in the western equatorial Atlantic [Zebiak, 1993; Illig et al., 2004, 2006; Illig and Dewitte, 2006] due to the design of our model configuration whose western boundary is at 10°W, wind-stress fluctuations in the Gulf of Guinea can also force eastward equatorial Kelvin Waves, which in turn can trigger poleward CTW. In the framework of the present study, this mechanism has to be considered as remote forcing. In order to quantify the importance of EKW forced in the Gulf of Guinea in ROMSLOCAL, another sensitivity experiment was carried out to limit generation of EKW in the Gulf of Guinea (cf. section 4.3): ROMSLOCAL_SOUTH presents the same characteristics as ROMSLOCAL, except that north of 4°S climatological wind stress and heat flux forcing have been prescribed. Note that a linear adjustment was made on a 2° width band (from 4°S to 6°S) to insure continuity between both forcing (climatological and total) and reduce erroneous wind
stress. In this simulation, EKW cannot be forced locally at the equator in the Gulf of Guinea and so, in comparison to ROMSLOCAL, only local atmospheric and internal model dynamics affect the interannual variability along the African southwest coast. A final ROMSCLIM experiment was designed to quantify the model’s internal dynamics (nonlinearity) and the seasonal and mesoscale oceanic variability. We used climatological atmospheric forcing (wind stress and heat fluxes) as well as climatological OBCs.

4. Remote Versus Local Forcing: Results and Discussion

In this section, we investigate the contribution of remote equatorial forcing versus local forcing on South-East Atlantic oceanic variability with special interest in the properties of poleward CTW propagations. In particular, we aim to determine the most poleward latitude along the African coast at which the CTW signature can be observed in surface and subsurface layers.

4.1. Relative Contribution to Forcing

Under the linearity hypothesis, outputs of our model experiments can be used to quantify the impact of remote equatorial forcing versus local forcing on ocean dynamics. To get an overview of the equatorial signal transmission from the equator area to the southwestern coast of Africa as a function of frequency ranges, Figures 2b and 2d display the Normalized Global Wavelet Spectrum (NGWS) of Anomalies (A) of SLA (cf. Section 2.3 for the filtering methodology) along the equator and along the southwest coast of Africa for reference (ROMSREF), remote (ROMSEQ), and local (ROMSLOCAL) simulations (Table 1). Note that the energy spectrum of the ROMSCLIM experiment (not shown) is much weaker than the one of the other five simulations and for all frequencies from submonthly to interannual timescales. For example, the ratio of the NGWS averaged along the African southwest coast (30°S–0°N) between ROMSCLIM and ROMSREF is lower than 6% for all the periods from 10 to 630 days. Figure 2 reveals that results obtained for the reference simulation (Figure 2b) are similar to that obtained using satellite data (Figure 1) with strong energetic signals centered around 100, 181, and 490 day frequencies. Comparison between the three model experiments shows that along the southwest coast of Africa, the energy spectra of ROMSEQ and ROMSLOCAL can almost be linearly added up to reconstitute the reference signal (ROMSREF). Results show that at subseasonal timescales (10–20 days and 80–105 days), the SLA variability is primarily driven by local atmospheric forcing with a ratio of the NGWS averaged along the southwest coast of Africa (30°S–0°N) between ROMSLOCAL (ROMSEQ) and
In agreement with Polo et al. [2008], ROMS\textsuperscript{EQ} exhibits some variability at intraseasonal time scales (at 45 and 95 days) until 12°S. However, the energy level is significantly weaker than ROMS\textsuperscript{LOCAL}. This is most likely due to the design of our configuration (cf. section 3.2), in which wind-stress fluctuations in the Gulf of Guinea force EKW and then CTW. Further south, our results are in agreement with Goubanova et al. [2013] who showed that subseasonal (submonthly and intraseasonal) SST variability in the central BUS is mainly modulated by local forcing (wind stress). They found no evidence to support the hypothesis that subseasonal Equatorial Kelvin Waves (EKW) contribute to subseasonal SST variability in the BUS. Conversely, at interannual timescales (between 380 and 540 days), experimentation with ROMS reveals that coastal SLA variability along the African coast is mostly explained by equatorial forcing (Figure 2), since the NGWS ratio between ROMS\textsuperscript{EQ} and ROMS\textsuperscript{REF} at interannual frequencies is larger than 89%, while it remains lower than 29% for ROMS\textsuperscript{LOCAL}. This is in agreement with Lübbecke et al. [2010] who demonstrated that remote forcing has a higher contribution than wind-driven local upwelling anomalies for warm event generation. It also supports the results of Florenchie et al. [2003, 2004] and Rouault et al. [2007] who suggest that warm events off Angola in the ABA are remotely forced from equatorial EKW propagation. They explained that interannual SST anomalies associated with Benguela Niños are not generated locally but are driven by relaxation of the trade winds in the western part of the equatorial Atlantic basin. In this context, we further examined the variability of EKW contributions by estimating the energy spectra of the sum of the three gravest baroclinic mode EKW contributions to the SLA at [10°W; 0°N] based on SODA outputs (see section 2.3 for more details about EKW decomposition). The associated NGWS is displayed in Figure 2a and reveals the presence of two major periods of variability. Energy peaks at intraseasonal timescales (between 90–110 and ~150 days) were identified in Goubanova et al. [2013], while the most energetic peak at interannual scales (390–550 days i.e., 13–18 months) matches well with the interannual energy peaks obtained in ROMS\textsuperscript{EQ} (Figure 2b), ROMS\textsuperscript{REF} (Figure 2a), and in the observation analysis (Figure 1). This interannual frequency peak is also coherent with the main interannual frequency of Benguela Niño events at ~18 months [Florenchie et al. 2004]. Note that, Figure 2 as Figure 1 contains substantial energy at semianual and annual periods which likely results from the interannual modulation of the annual and semianurnal cycle. This is in agreement with the results of Polo et al. [2008] that showed that the intraseasonal variability is significantly dependent on the seasonal cycle with more positive propagations observed during the downwelling season (from September to February) and negative propagations detected during the upwelling season (March to August).

In summary, these results indicate that remote equatorial forcing is the main process driving SLA variability along the equator and the southwestern coast of Africa at interannual frequencies. In the following section, we investigate in more detail the interannual coastal oceanic dynamics, and in particular refine the estimation of the most poleward latitude up to which remote equatorial forcing can impact interannual coastal variability.

### 4.2. Poleward CTW Propagation in the Surface and Subsurface Layers

To begin with, interannual coastal oceanic dynamics are investigated in the surface layer by regarding the correlation between interannual SLA (SLIA; see section 2.3 for details on the filtering methodology) of ROMS\textsuperscript{REF} and AVISO data (Figure 3). Agreement between model and observations is statistically significant, especially along the equatorial wave guide and along the southwest coast of Africa up to 24°S. This highlights how far South the equatorially forced signal stay coherent and emphasizes where the variability is influenced by coastal trapped waves. This hypothesis has been further investigated using baroclinic mode EKW contribution to interannual SLA at 10°W-Equator (see section 2.3 for details on vertical mode decomposition) and ROMS\textsuperscript{REF} coastal Interannual SLA (SLIA). Figure 4a displays the lagged correlation coefficient between the sum of the three gravest baroclinic mode EKW contributions to SLIA at [10°W; 0°N] and ROMS\textsuperscript{REF} SLIA taken at each point along the Southwest African Coast. The correlation coefficient is significant from 0°S up to 17°S with correlation coefficients between 0.5 and 0.6. Subsequently, further south, this coefficient decreases and becomes nonsignificant upon reaching 0.38 at 20°S. Based on lag (Figure 4a), the mean coastal propagation phase speed along the southwest coast of Africa is estimated at 1.09 m.s\textsuperscript{-1}. We then investigate the distinct contribution of each EKW mode to SLIA (Figure 4b). In agreement with Illig et al. [2004], along the equator, from 10°W to 0°E, both second and first baroclinic mode contribution to interannual SLA are dominant, while east of 2°E the third baroclinic mode becomes the most energetic mode due to shallower and more stratified mean thermocline (not shown). Along the southwest coast of Africa, the SLIA variability correlates best with the third baroclinic mode at [10°W; 0°N] from 0°S to 17°S.
South of 17°S, the coastal variability shares more temporal characteristics with the first baroclinic mode at [10°W; 0°N], with correlation coefficient equals to 0.42 at 20°S. In summary, these results indicate that remote equatorial forcing (EKW) triggers poleward CTW (Brink et al., 1978; Romea and Smith, 1983; Clarke, 1983; Hormazabal et al., 2002; Polo et al., 2008; Echevin et al., 2011, 2014; Belmadani et al., 2012) which induces significant coastal variability on the sea level variability at interannual frequencies along the equator and west coast of Africa up to ~17°S. This latitude is north of the BUS (located between 19°S and 34°S). Consequently, the CTW signature as observed from altimetry does not reach the BUS. However, as CTW propagation is associated with vertical displacements of the thermocline, in the following section our analysis focuses on subsurface variability, which might be detectable further South.

To access subsurface oceanic interannual variability, we used a method inspired from that described in Belmadani et al. (2012). Empirical Orthogonal Functions (EOFs) are computed over cross-shore vertical sections of interannual alongshore currents and density anomalies every 1° of latitude along the western African coast. We aim to isolate variability exclusively associated with CTW dynamics, and reduce contamination associated with the extratropical Rossby Waves that radiate offshore from the coast. To do so, for each latitude, the EOF analysis is performed on a cross-shore section width equal to the first Rossby radius. Note that, in agreement with Belmadani et al. (2012), the results do not exhibit significant sensitivity to EOF cross-shore section width. The EOFs spatial pattern and associated time-series (Principal Components-PCs) are analyzed in order to identify the dominant mode of interannual variability in the subsurface and to describe its characteristics along the African coast. Since the conclusions drawn from the analysis of coastal density and alongshore currents remain equivalent, we only present here the analysis on density interannual anomalies (IA). To illustrate the mode of variability captured by analysis of interannual density anomalies, Figure 5 shows the dominant EOF spatial patterns for the three simulations ROMS\textsuperscript{REF}, ROMS\textsuperscript{EQI}, and ROMS\textsuperscript{LOCAL} at 15°S. Note that, in order to be able to compare the PCs from one latitude to another, we have chosen a normalization of the spatial pattern such as the maximum density anomalies within the thermocline are equal to 1 (cf. section 2.3). This statistically dominant first mode (ROMS\textsuperscript{REF}: 84%, ROMS\textsuperscript{EQI}: 82%, ROMS\textsuperscript{LOCAL}: 89% of the total variance) presents a significant alongshore variability, maximum in subsurface between a depth of 10 and 45 m. For each latitude (not shown), the dominant mode of variability peaks between the surface and the Mixed Layer Depth (MLD) in ROMS\textsuperscript{LOCAL}, while it extends deeper in ROMS\textsuperscript{EQI}. To quantify the impact of different forcing on interannual coastal density variability, we have estimated the RMS of the time-series associated with the spatial patterns presented in Figure 5 (see RMS values in the lower right corner). It shows that the variability is stronger for ROMS\textsuperscript{EQI}, with a value of 0.36 at 15°S (ROMS\textsuperscript{REF}: 0.31 and ROMS\textsuperscript{LOCAL}: 0.24). Similar results were obtained from 5°S to 30°S.

Subsurface propagation properties of interannual CTW (IA) are investigated through the study of lag correlation between PCs associated with the dominant EOF at each latitude (every 1°) along the southwest coast.
of Africa (until 30°S) and the one estimated at 8°S (Figure 6). Note that similar results were obtained using any reference between 5°S and 20°S. Also, in Figure 6, shading indicates positive correlation with a significance level larger than 95% ($p$-value statistical test from Best and Roberts [1975]). Signatures of poleward propagations are clearly visible for ROMS$^\text{REF}$ and ROMS$^\text{EQ}$ simulations (Figures 6a and 6b): at each latitude along the African coast, the maximum correlation is associated with increasing time-lags when moving poleward. Conversely, for the ROMS$^\text{LOCAL}$ experiment, we cannot identify any propagative signal between 5°S and 18°S (Figure 6c). More precisely, we capture an instantaneous forcing of the vertical stratification, with a noisy signal between 18°S and 30°S. In addition, the 95% significance level of correlation values suggests that CTW signature can be detected further poleward in the subsurface layer than in the SLA analysis. Figure 5a shows that they can impact stratification variability as far as 24°S in the ROMS$^\text{REF}$ simulation.

Using results presented in Figure 6, we have further assessed the average phase speed associated with ROMS$^\text{REF}$ and ROMS$^\text{EQ}$ density propagation by estimating the slope of the least square best fit to the points with maximum correlation at each latitude along the southwest coast of Africa. The results provide values of 0.85 and 0.89 m.s$^{-1}$, respectively. Thus, estimated phase speeds using interannual SLA and density fields are both slower than theoretical phase speeds of the first and second baroclinic EKW mode in the tropical Atlantic Ocean ($\sim$2.4 and $\sim$1.4 m.s$^{-1}$) [Katz, 1997; Delecluse et al., 1994; Illig et al., 2004; Schouten et al., 2005], and are in better agreement with the third baroclinic EKW modes ($\sim$0.8 m.s$^{-1}$) [Illig et al., 2004; Schouten et al., 2005]. This is consistent with our results presented in Figure 5 and this suggests that the interannual variability along the African southwest coast is associated with a third baroclinic mode of CTW. Interestingly, modeled phase speeds in our study are also slower than phase speeds estimated along the

![Figure 4](image-url). Maximum lagged correlation between coastal Sea Level Interannual Anomalies (SLIA) along the African coast from the ROMS$^\text{REF}$ simulation and the Interannual Equatorial Kelvin Wave (IEKW) contribution to the first three baroclinic mode SLIA at [0°N; 10°W] estimated from SODA Reanalysis. Significant correlation (at 95% confidence level) associated with increasing lag (days) is specified by color shading. Positive values mean that IEKW signal leads. (a) For the IEKW contribution to the sum of the first three baroclinic modes (m1 + m2 + m3). (b) The plain thin line corresponds to the interannual equatorial Kelvin wave contribution to the first baroclinic mode (m1), the dashed thin line to the second baroclinic mode (m2), and the large plain line corresponds to the third baroclinic mode (m3).
and the western coast of Africa as far as 12°S by Polo et al. [2008] (~1.5–2.1 m.s\(^{-1}\), respectively), and along the Peru-Chile coast by Clarke and Ahmed [1999] and Belmadiani et al. [2012] (2.89 ± 0.04 m.s\(^{-1}\) and between 2.17–2.60 m.s\(^{-1}\), respectively). The discrepancy may be due to dependence of the phase speed on the topography morphology (shelf/slope) and on bottom friction. Long-wave phase speed increases in shallow areas [Shaffer et al., 1997], while it decreases with the bottom friction coefficient [Clarke and Ahmed, 1999], consistent with scattering of CTW energy of the first baroclinic mode into higher order modes, which propagate more slowly. For example, along the southwest coast of Africa the shelf slope is gentler than in the Peru-Chile region and hence, the friction effect may be much stronger, contributing to a slower phase speed. More importantly, the timescales examined by Polo et al. [2008] and Belmadiani et al. [2012] focused on intraseasonal variability, whereas we focus on interannual variability. Clarke and Ahmed [1999] used modeling framework to show that lower frequencies enhance the dynamical contribution of bottom friction and thus the phase speed decreases. As a result, phase speed at interannual frequencies is expected to be slower than that at intraseasonal frequencies for the same baroclinic mode. We tested this hypothesis by calculating the phase speed associated with intraseasonal events for the ROMSEQ simulation. The obtained phase speed equals 1.79 m.s\(^{-1}\), which is larger than our value estimated for interannual frequencies, and is in better agreement with the results of Clarke and Ahmed [1999] and Polo et al. [2008]. Note that, the estimation of the phase speed differs in function of the parameter used for the estimation: tracer (temperature, salinity) or dynamical field (thermocline depth, sea level). As in Rouault et al. [2007], we observe southward spreading of water from the equator (see section 5). The speed associated with water mass spreading or tracer’s advection is superimposed to the linear wave propagation speed. This may explain the difference between phase speed obtained with interannual SLA and density field.

In summary, these results clearly demonstrate the presence of equatorially forced poleward propagating CTW along the southwest coast of Africa at interannual frequencies (periodicity of 400–520 days) in ROMS-REF as far as 24°S. Through the comparison between our sensibility experiments, we have evidenced that remote equatorial forcing can influence the northern part the Benguela Upwelling System as far as 24°S.
4.3. Most Southward Latitude of Poleward Propagation

Interestingly, Figure 6b illustrates CTW propagating further poleward in ROMSEQ, when climatological surface and southern boundary forcing are prescribed, than in the most realistic simulation (ROMSREF). Indeed, analysis of the most poleward latitude at which significant correlation can be detected (Figures 6a and 6b) shows that without disturbances CTW could impact vertical stratification up to the southern boundary of our domain at 30°S. Hence, this section is devoted to investigating the impact of different forcing that can modulate the most poleward latitude at which CTW signature can be observed.

First, the role of variability prescribed at the model’s southern boundary is investigated using EOF analysis results of interannual density fluctuations (IA) for two sensitivity experiments, ROMSEQ and ROMSEQ1SOUTH (Figures 6b and 6d). ROMSEQ and ROMSEQ1SOUTH are paired experiments that differ only by the OBC at the southern boundary of our ROMS domain (cf. Table 1 and section 3.2), which are climatological (ROMSEQ) or interannual (ROMSEQ1SOUTH). As described previously, in ROMSEQ (Figure 6b) we observed clear poleward propagations of interannual CTW, with significant lagged correlation all along the African southwest coast, as far as the Southern tip of the African continent. In comparison, ROMSEQ1SOUTH (Figure 6d) shows similar poleward CTW propagation with comparable phase speed (0.87 m s⁻¹), but the 95% level significance in the PCs lagged correlation analysis does not extend as far southward, reaching only 24°S. This result reveals that the interannual variability at 30°S can impact CTW propagation along the African coast. It is most likely that it is the interannual water transports of the energetic northward Benguela Current at 30°S, fed by the Agulhas Current and the South Atlantic Current [Shannon, 1985; Gordon et al., 1992], that modulates the ocean dynamics. Its signature and the associated mesoscale features [Lutjeharms and van Ballegooijen, 1988; Duncombe Rae, 1991] dominate the signal observed at interannual timescales in surface and subsurface from 30°S to 26°S and consequently constrains the most poleward latitude at which poleward CTW can be detected.

4.3.1. Local Atmospheric and Oceanic Forcing

The interannual variability at the southern boundary (30°S) does not entirely explain the differences between the most southward latitude at which poleward CTW propagation can be detected in ROMSEQ1SOUTH (26°S) and in ROMSREF (24°S). Given that the interannual variability of ROMSEQ1SOUTH is essentially influenced by two distinct forcing (the remote equatorial forcing and the southern boundary variability), while in ROMSREF three forcing (equatorially remote, southern boundary, and local atmospheric variability) are at work, the local atmospheric forcing can also drive the ocean dynamics at interannual frequencies and limit CTW propagation. Thus, even if local atmospheric forcing is not dominant at interannual timescales,
the nearshore wind stress variability can also enhance or compensate downwelling/upwelling associated with remotely forced CTW. This is illustrated in Figure 7 which displays the latitude-time diagram of the PCs of interannual along-shore density (IA) for the ROMSREF, ROMSEQ, ROMLOCAL, and ROMLOCAL_SOUTH simulations, respectively. Here, we remind the reader that in order to be able to compare PCs from one latitude to another, EOF spatial patterns have been normalized such as the maximum density anomalies are equal to 1 (cf. section 2.3). In agreement with our results, continuous coherent pattern portraying clear poleward propagation can be detected for the simulations including equatorially remote forcing (ROMSREF and ROMSEQ), with poleward CTW propagating more south in ROMSEQ. Strong events, such as the 2000/2001 warm event or the 2003 cold event, propagate up to $-24^\circ$S ($-30^\circ$S) in ROMSREF (ROMSEQ). When compared to ROMSREF (Figure 7a) and ROMSEQ (Figure 7b), ROMLOCAL (Figure 7c) shows higher frequency variability and counts a smaller number of major interannual events, either stationary or propagative (both poleward and equatorward). In addition, the signature of equatorial remote forcing and impact of local atmospheric forcing on the interannual density fluctuations can be in phase or out of phase to one another during some peculiar events and they can almost be visually added up to reconstitute the signal of ROMSREF. As an example, during the year 2001, the two contributions (remote and local) were in phase, while in 2005 they were out of phase. In summary, evaluation of subsurface distribution of density and currents at interannual timescales reveals that local forcing generates subsequent interannual density variability. These anomalies could contribute to the intensification or weakening of coastal propagation signatures triggered by EKW. Thus, model experimentation shows that in addition to the southern boundaries entrances, local atmospheric forcing in the South-East Atlantic also modulates the most southward latitude at which remotely forced CTW propagation along the southwest coast of Africa can be detected.

It is worth noting that various mechanisms can trigger interannual variability in ROMSLOCAL experiment. On the one hand, as well as internal model variability, wind-driven coastal upwelling or downwelling events, along with locally forced CTW [Battisti and Hickey, 1984; Brink, 1991] can be generated along the southwest coast of Africa. On the other hand, due to the design of our model configuration, interannual wind-stress variations in the eastern equatorial band (from 10°W to the African coast) can also force EKW, which in turn can trigger poleward CTW (cf. section 3.2). This contribution is now investigated using outputs of two
sensitivity experiments: ROMS\textsuperscript{LOCAL} and ROMS\textsuperscript{LOCAL\_SOUTH} (cf. Table 1 and section 3.2), which differ only by the atmospheric forcing prescribed north of 4°S and set to either climatological (ROMS\textsuperscript{LOCAL\_SOUTH}) or interannual conditions (ROMS\textsuperscript{LOCAL}). Interannual subsurface density variations in ROMS\textsuperscript{LOCAL\_SOUTH} (Figure 7d) are similar to those in ROMS\textsuperscript{LOCAL} (Figure 7c) and have, in particular, fewer interannual events than in ROMS\textsuperscript{REF} (Figure 7a) or ROMS\textsuperscript{SEQ} (Figure 7b). In ROMS\textsuperscript{LOCAL\_SOUTH}, the interannual wind-stress fluctuations force positive and negative interannual density events (2004, 2005, 2007, and 2008). Most of these events are also present in the ROMS\textsuperscript{LOCAL}. However, it is interesting to note that other events in ROMS\textsuperscript{LOCAL} (e.g., the 2001 warm event; Figure 7c) have no signature in ROMS\textsuperscript{LOCAL\_SOUTH} (Figure 7d). Thus, they are not induced by local wind stress variations along the southwest coast of Africa but rather, they result from CTW propagation associated with EKW forced in the eastern equatorial Atlantic. Using a wavelet analysis of the subsurface interannual density field averaged between the MLD and 200 m depth, from 1°S to 24°S, within the 1° width coastal band, we quantified that the contribution of EKW forced in ROMS\textsuperscript{LOCAL} triggers 20% of the ROMS\textsuperscript{REF} interannual density variability (380–520 days). Similarly, the contribution of local atmospheric forcing along the western coast of Africa (simulated in ROMS\textsuperscript{LOCAL\_SOUTH}) has been estimated to 9% of the ROMS\textsuperscript{REF} density variability. Thus, albeit being nonnegligible, these contributions remain largely lower than that of remote equatorial forcing, which explains 93% of the ROMS\textsuperscript{REF} coastal interannual density variability.

In summary, the investigation of the subsurface interannual density variability in the light of model experimentation confirms that remote equatorial forcing via CTW propagation is the main driving process of interannual variability along the southwest coast of Africa. These remotely forced CTW can propagate along the African southwest coast as far as 30°S, i.e., to the southern boundary of our model. However, the most poleward latitude at which they can be observed is modulated by the interannual variability at 30°S, as well as the interannual fluctuations of coastal wind forcing along the south-west African continent. While the impact of local forcing at interannual timescales along the coast is rather weak, the wind-forced CTW in the eastern equatorial part of the Atlantic basin are associated with subsequent upwelling/downwelling propagation events along the southwest coast. These locally wind-forced events can trigger significant interannual variability, which can overshadow the signature of the remotely forced CTW. Because remotely forced CTW explain most of the interannual variability, in the next section we further investigate their characteristics and described their impact in the Benguela Upwelling System during two major events: the downwelling event in 2001 and the upwelling event in 2003.

5. CTW Signature on Coastal Temperature, Currents, and Heat Budget: Results and Discussion

5.1. CTW Influence on Interannual Currents and Temperature

In this section, we discuss the mechanisms associated with the passage of a CTW using the ROMS\textsuperscript{SEQ} simulation. The dynamical oceanic response to CTW propagation is first illustrated by showing cross-shore sections of simulated temperature and currents averaged between 1°S and 25°S during two major events: the 2001 downwelling event (Figure 8b) and the 2003 upwelling event (Figure 8c). Associated monthly climatology and interannual anomalies (IA) are also represented (see Figures 8d and 8e). Cross-shore sections were depicted at the mature phase of each event, defined as the maximum of SLIA and identified in Figure 8a as red and blue circles.

The downwelling event (from January to May 2001) is characterized by an increased poleward alongshore current from the surface down to a depth of 200 m (Figure 8f), compared to the climatological situation (Figure 8d), implying a reduction of the equatorward current in the surface layer (0–40 m depth: \(\sim -0.06 \text{ m.s}^{-1}\)) and a strengthening of the poleward undercurrent in the subsurface layer (120–200 m; \(\sim +0.04 \text{ m.s}^{-1}\)). In addition, a decrease of upward vertical currents can be observed within the 150 km coastal band, with a maximum value along the continental shelf. This significant reduction in coastal upwelling is associated with a decrease of the cross-shore current that is superimposed on the mean offshore Ekman transport, observed in the surface and subsurface. It also results in a nearshore deepening of the thermocline in the first 200 km from the coast and in the development of positive temperature anomalies down to a 140 m depth with a maximum value (+1.8°C) in the subsurface layer (\(-30 \text{ m depth}; Figure 8f\).
For the upwelling event (from June to August 2003) the situation is reversed, showing a strengthening of the upwelling dynamics with, in particular, an increase of the equatorward and upward vertical current in the top 200 m (Figures 8c, 8e, and 8g). Cross-shore current anomalies are weak, showing a slight decrease of shoreward currents in the subsurface layer and an increase of the shoreward current in the surface layer. The total circulation associated with the upwelling CTW passage contributes to a stronger upwelling of cold deep water in the first 200 km along the coast and to the development of negative temperature anomalies as deep as 280 m with a maximum value (\(\sim -2.6^\circ C\)) in the subsurface layer (30–40 m).
Thus, poleward propagation of downwelling/upwelling interannual CTW strongly influences alongshore and vertical current variability and induces a net nearshore temperature variation mostly in the subsurface. These results are summarized in Figure 9. In addition, Figure 9a shows that the signature of the CTW on coastal vertical and alongshore current interannual anomalies (IA) is continuous and extends from the equator up to 27°S. Note that either for a downwelling or an upwelling event, interannual modeled cross-shore currents are highly variable in space (from one latitude to another) and time (for the duration of the event). Two processes may explain this variability: Rossby Waves and westward propagating mesoscale eddies. The influence of CTW on the eddy activity in the eastern boundary regions has been investigated in Zamudio et al. [2001, 2006, 2007] for the North-East Pacific (12°N–24°N) and Melsom et al. [1999] for the Gulf of Alaska (46°N–60°N). They showed that a downwelling CTW can generate and/or strengthen anticyclonic eddies by accelerating the dominant poleward surface currents in these regions. Indeed, the reinforced jet is associated with stronger vertical and horizontal shears, which favor the development of baroclinic and barotropic instabilities. This is coherent with our results highlighting an increased variability of the poleward Angola undercurrent associated with interannual CTW propagations (Figures 8f and 8g). Accordingly, we observe that the mean coastal (200 km width band) EKE in ROMSEQ is increased (decreased) by 70% (35%) during the onset of the 2001 (2003) event up to 20°S as compared with the ROMSCLIM experiment. Over the 2000–2008 period, the mean EKE averaged over a 1.5° width coastal band between 10°S and 20°S is increased in ROMSEQ by 53% as compared with ROMSCLIM. This may be triggered by nonlinear effects associated with the dissymmetry of the CTW imprint on interannual coastal variability, showing more energetic warm events and longer and weaker cold events (cf. Figure 6). As an illustration, the skewness of the coastal SLIA averaged over 1° width coastal band and between 10°S and 20°S has been estimated to 0.29. But as pointed out by Belmadani et al. [2012], the increased EKE associated with equatorial remote forcing cannot be simply related to baroclinic instabilities and may rather be explained by changes in Rossby Wave activity and
by the surface alongshore current fluctuations. In conclusion, it is advisable to place a caveat on our interpretation of the cross-shore variability associated with CTW propagations.

5.2. Heat Budget

The analysis of the CTW signature on temperature and currents anomalies calls for further investigation of processes associated with the heat budget along the southwest coast of Africa. To do so, the processes responsible for temperature fluctuations are computed online to guarantee closure of the heat budget. Interannual Anomalies (IA) of the heat budget terms are then extracted offline. To be consistent with Figure 9, the budget tendency terms are averaged over the onset period of each event: the downwelling (2001) and upwelling (2003) events. Then, tendencies are averaged within the 1°8 width coastal band, which corresponds to the maximum signature of the CTW on the subsurface temperature (Figures 8f and 8g). As a first step, we examine the vertical profiles of interannual anomalies of different contributions to the heat budget balance averaged between 1°S and 25°S (Figure 10b). In agreement with Figure 8, the total rate of temperature change (TOTAL) is maximal in the subsurface below the Mixed Layer (ML), between 20 and 60 m depth, with a heat gain/loss of ~0.01°C.d⁻¹. Total advection (TOTAL ADV) is the main contributor to subsurface temperature anomalies, since the summed-up contribution of the advection terms represents 98% of the total rate of temperature change between a 20 and 60 m depth. It induces a continuous heat supply along the coast from the equator to 26°S, with an average value of 0.01°C.d⁻¹ (Figure 10a). In contrast, within the ML, TOTAL ADV, and the combined contribution of vertical mixing and forcing terms (FORC) tend to compensate each other as they are of the same order of magnitude with opposite signs (for both events). In addition, it is interesting to note that most of the total surface variability within the ML is triggered by the surface forcing term (not shown), whose contribution tends to damp the ML interannual temperature anomalies. It is driven by coupling between ML depth and heat exchanges at the ocean-atmosphere interface.

Figure 10. Heat budget of the ROMS5.0 simulation. (a) Time-latitude diagram of the summed up contribution of the Interannual (IA) temperature advection terms (zonal (XADV) + meridional (YADV) + vertical (ZADV)). All the advection terms have been averaged over a 1° width coastal band and between the Mixed Layer Depth (MLD) and 200 m depth. Red full and dashed boxes encircle the onset period of a downwelling (2001) and an upwelling (2003) event, respectively. (b) Vertical profiles of the IA total rate of change (Total; black lines), total advection (Total ADV; red lines), and the sum of the mixing and forcing terms (MIX + FORC; green lines). (c) Vertical profile of the IA zonal (XADV; red lines), meridional (XADV; black lines), and vertical (ZADV; green lines) temperature advection terms. Vertical profiles have been averaged over a 1° width coastal band and between 1°S and 25°S. Full (dashed) lines correspond to the downwelling (upwelling) event encircled by full (dashed) contours on Figure 10a. In Figures 10b and 10c, the orange-dashed line corresponds to the MLD. Unit is 0.01°C.d⁻¹.
interface which is controlled by increased (decreased) SST associated with the passage of downwelling (upwelling) CTW. Furthermore, we estimated a lag between TOTAL ADV and FORC terms averaged within the ML of ~1 month, with the TOTAL ADV term leading. This suggests that, for either a downwelling or an upwelling event, processes driving the interannual temperature variability in the surface and subsurface layers remain controlled by the advection terms, but in the ML ocean/atmosphere interactions damp the CTW signature on the SST. However, the damping associated with net heat flux contribution is most likely overestimated in ROMSEQ, because of the use of climatological surface atmospheric fields in the bulk formulae (wind speed, temperature at 2 m, and humidity at 2 m). In order to quantify the ocean-atmosphere coupled response associated with the passage of CTW, it would be required to run ocean-atmosphere simulations in a coupled context, which is beyond the scope of this study.

Surprisingly, we have shown in Figures 6b and 9 that in ROMSEQ (see Table 1 and section 3.2) for which atmospheric forcing and southern boundary oceanic conditions are climatological, remotely forced CTW can propagate up to 30°S (i.e., the southern edge of our ROMS domain). However, compared with dynamical signals, the subsurface thermodynamical signature associated with the passage of a CTW fades away around 26°S (Figure 10a), which is the position of the largest, most perennial and intense upwelling cell—the Lüderitz cell. Indeed, the heat budget within the 25°S–28°S latitude range, for the onset period of the downwelling (upwelling) event (Figure 11) is completely different to that presented in Figure 10b. For both events (downwelling/upwelling), the total rate of temperature change (solid/dash black line) is significantly weaker than nearer the equator and has a barotropic signature. TOTAL ADV (solid/dash red line) and MIX+FORC (solid/dash green line) terms have opposite signs and mostly compensate each other, but with a predominance of the MIX+FORC term. Both terms are maximum in the ML. Below the ML, the MIX+FORC term is almost zero and TOTAL ADV becomes dominant but with a small contribution. In addition, between 25°S and 28°S, the MLD is also more than twice as deep (~40 m depth) than between 0°S and 25°S (Figure 10b). It is most likely that homogenization of water masses is associated with upwelling dynamics and turbulent mixing which reduce advection processes and heat supply/loss in the subsurface, where CTW signature in temperature is usually maximal. Even if CTW propagate along the coast up to 30°S, their signature in temperature is damped south of 26°S by the abrupt change in stratification associated with the Lüderitz upwelling cell. This result emphasizes the fundamental role of the mean state (i.e., stratification) for controlling the efficiency by which CTW can trigger temperature anomalies along the southwest coast of Africa through advection processes.

It is now worth examining the contribution of each of the advection terms on Interannual (IA) heat budget. Like Figures 10b and 10c also shows the vertical profiles for contributions of each temperature advection term: the zonal (east-west) advection (XADV-green line), the meridional (north-south) advection (YADV-red line), and the vertical advection (ZADV-black line). Results show that during both events (downwelling and upwelling), interannual temperature variations are mainly explained by contributions of the ZADV and YADV advection terms. These contributions are maximum below ML (~±3.10^-2°C.d^-1 and ±2.4.10^-2°C.d^-1, respectively) at the exact location of maximum total vertical currents and poleward undercurrent, respectively. In agreement with interannual currents variability (Figures 8a and 8b), during a downwelling/upwelling event, heat gain/loss associated with vertical advection is due to the reduction/increase of
upward vertical velocities (between 40 and 200 m depth) and therefore the reduction/increase of vertical transport of cold deep water at the coast. Now considering meridional advection, the increase/decrease in the alongshore poleward undercurrent induces a stronger/lower southward transport of equatorial warm waters and thus, contributes also to a heat modulation. The zonal advection term (XADV) is also maximum in subsurface and its contribution is the opposite of ZADV and YADV (\(\sim 0.03^\circ\text{C.d}^{-1}\)). However, for cross-shore velocity, XADV contribution to the heat budget is highly variable in space and time. Thus, we cannot make conclusions for the XADV impact on interannual temperature variability along the African southwest coast.

In summary, for both downwelling and upwelling events, the sum of vertical and meridional advection terms mainly contributes to interannual temperature variability, while zonal advection (in subsurface) and forcing (in the ML) terms tend to balance the system. However, zonal advection by cross-shore currents is highly variable from one latitude to another; we must remain cautious about our conclusions regarding XADV contribution on interannual temperature variability. In addition, and contrary to our observations regarding oceanic dynamics (density and currents), the thermodynamical signature of CTW declines poleward of 26\(^\circ\)S in the Luderitz upwelling cell. This is due to the mean stratification associated with upwelling dynamics which reduces the efficiency of vertical advection.

6. Conclusion and Perspectives

In this paper, we have investigated the remote equatorial connection to oceanic variability along the southwestern African coast as far as the Benguela Upwelling System. Our approach is based on numerical experimentation with a high-resolution regional ocean model over the 2000–2008 period. First, the model was validated with available observed data set (in situ and satellite observations). The model reproduces realistically the mean state in the South-East Atlantic Ocean (including a realistic MLD, and coastal upwelling) and interannual variability (of SLA and temperature) compared to observed data. Model has been shown to be skillful in reproducing EKW propagations along the equator and CTW propagations along the Southwestern African coast.

Given that the model is able to simulate a realistic mean state and interannual variability, a sensitivity analysis with a set of six numerical experiments was designed to quantify the relative contribution of remote equatorial forcing (associated with EKW) and local atmospheric forcing (momentum and heat fluxes) in the South-East Atlantic Ocean. These experiments differ only by their open boundary conditions or the local atmospheric forcing being either climatological or total. In agreement with previous studies, analysis of SLA indicates that interannual (380–520 days) oceanic variability in the equatorial Atlantic and along the African coast are primarily explained by remote equatorial forcing [i.e., Lübbecke et al., 2010], while subseasonal variability is controlled by local forcing [Goubanova et al., 2013]. Thanks to this sensitivity analysis, we quantified for the first time that at interannual timescales, remote forcing contributes to 89% of coastal SLA variability, compared to 29% for local forcing, along the southwest coast of Africa for the 2000–2008 period.

As equatorial forcing is the main forcing for interannual variability in the South-East Atlantic Ocean, CTW characteristics are then evaluated. Analyses of interannual SLA reveal poleward propagations of CTW triggered by EKW up to 17\(^\circ\)S, just north of the Benguela Upwelling System. As expected, baroclinic CTW have a strong signature in the subsurface, and this allowed us to detect poleward propagative CTW signature on interannual subsurface density and current anomalies over the first 200 m depth along the African southwest coast. It highlights that without disturbances, CTW can propagate poleward up to 30\(^\circ\)S (the southern edge of our model). However, their amplitude and the most poleward latitude at which they can be detected is modulated by (1) the interannual variability of OBC at 30\(^\circ\)S associated with the equatorward Benguela current, and (2) the coastal interannual wind forced CTW and upwelling dynamics. The mean CTW phase speed estimated using SLIA and subsurface density and current analyses was estimated to 1.09 and \(\sim 0.89\) m.s\(^{-1}\), respectively, suggesting the propagation of a third baroclinic mode CTW. We have shown that CTW can affect the oceanic circulation in the BUS and modulate temperature structure (and, by implication, the biogeochemical dynamics).

Overall, our study also illustrates CTW impact on interannual temperature variability with temperature anomalies up to \(\pm 2^\circ\text{C}\) located between the base of MLD and 200 m depth within a 200 km cross-shore band from the coast. In the model sensitivity experiment, in which the sole interannual forcing prescribed is
that of remote equatorial forcing (ROMSEQ, with climatological surface and southern boundary forcing), CTW imprint on the temperature field is detectable from the equator up to 26°S, while we find evidence of CTW signature on currents and density as far as 30°S. Therefore, in order to investigate the mechanisms controlling interannual coastal temperature variability associated with CTW events, the different contributions to temperature changes were analyzed. First, we highlight that the maximum of temperature variability, located below the MLD in subsurface, is due to advection processes which are balanced in the surface by the ocean-atmosphere forcing term. In the subsurface layer, advection processes represent 98% of the total rate of temperature change and induce a continuous heat supply/decrease from the equator up to 26°S with a mean value of ±0.3°C.month⁻¹ during a downwelling/upwelling event. Indeed, vertical and meridional advection terms contribute to temperature change through modulation of poleward alongshore and vertical currents. In the surface layer, ocean/atmosphere coupling tends to damp the interannual temperature variability and consequently, CTW impact on SST is not detectable. South of 26°S, in both the surface and subsurface layers, thermodynamical signature of CTW is also damped due to the change in stratification associated with the intense Lüderitz upwelling cell.

This study highlights the dominant role of equatorial forcing on interannual dynamics and thermodynamics of the coastal South-East Atlantic Ocean over the 2000–2008 period. This is especially true in the subsurface, up to the northern part of the Benguela Upwelling System. In this context, CTW are expected to significantly impact both the biogeochemical dynamics of the Benguela Upwelling System and marine ecosystem at interannual timescales. Thus, our future work will focus on analyses and quantification of CTW on key environmental parameters such as oxygen and nutrient concentrations, productivity, greenhouse, and toxic gas emissions in the Benguela Upwelling System.

Appendix A

In this appendix, we evaluate the realism of the mean state and interannual variability simulated in ROMSREF, which is our most realistic experiment. This experiment provides a benchmark for evaluating sensitivity experiments to surface forcing and open boundary conditions for investigation of interannual variability in the South-East Atlantic Ocean.

A1. Observed Data Sets for Validation

Climatology, satellite and in situ data are used to evaluate the performance of the ROMSREF simulation in this study.

A1.1. Climatology

A1.1.1. CSIRO Atlas of Regional Seas 2009

We use monthly temperature, salinity, density, and mixed layer depth climatologies of the 2009 CSIRO Atlas of Regional Seas (CARS2009) available at www.cmar.csiro.au/cars. CARS2009 data cover the global ocean on a 0.5° × 0.5° horizontal grid with 79 vertical levels. It combines all available oceanic data over the last 50 years using rigorous quality controls and an adaptive-length-scale loess mapper to maximize resolution in data-rich regions. More details on input data sources and method can be found in Ridgway et al. [2002] and Dunn and Ridgway [2002].

A1.2. Satellite Data

A1.2.1. SST

Sea Surface Temperature (SST) is derived from the Tropical Rainfall Measuring Mission (TRMM) [Kummerow et al. [2000] Microwave Imager (TMI). We use daily optimally interpolated (TMI-OI) SST product over the 2000–2008 period with a resolution of 0.25° × 0.25°, provided by Remote Sensing Systems (www.remss.com). In TMI-OI SST, aliasing by the diurnal cycle due to sun-asynchronous orbit of TRMM satellite is corrected by a simple empirical model of diurnal warming [Gentemann et al., 2003] and an extensive landmask is applied to remove land contamination [Gentemann et al., 2010]. Despite these limitations, this data set has proven suitable for the study of coastal eastern boundary system dynamics (upwelling, CTW) in the Benguela [Goubanova et al., 2013] and Humboldt [Dewitte et al., 2011; Illig et al., 2014] upwelling systems.

A1.2.2. In Situ Data From Cruises

Several in situ measurements for temperature and salinity were used to evaluate the performance of the ROMSREF simulation in the area under study. Data were collected during the M57/2 of R/V Alexander expedition in February 2003 [Zabel et al., 2003; Kuypers et al., 2005] and the AHAB1 of R/V Alexander von Humboldt in January 2004 [Lavik et al., 2009] over the Namibian Upwelling System along sections at different latitudes.
Figure A1. (a) Map of mean (2000–2008) Sea Surface Temperature (SST) of ROMS$^{\text{REF}}$ simulation, and (b) differences between model and TMI SST. (c) ROMS$^{\text{REF}}$ mean vertical temperature section at 23°S (2000–2008) as a function of depth (meters) and longitude (°E), and (d) differences between model and CARS2009. Black line stands for the mean position of the 15°C isotherm and the white lines correspond to the 17°C and 13°C isotherm, respectively. (e) Interannual SST Anomalies (IA) of ROMS$^{\text{REF}}$ (blue) and TMI (black) averaged over Angola Benguela Area (10°S–20°S; 8°E–15°E). Unit is °C.
between 23°S and 27°S. The in situ data collected in October 2006, during the Danish Galathea expedition (courtesy of L. L. Soerensen, National Environmental Research Institute, Danemark) were also used [see Gutknecht et al., 2013, for details and in particular their Figure 3 for location of the different cruises].

**A2. Model Skills**


The model mean state was estimated over the 2000–2008 period. First, the SST mean state was evaluated to check the heat fluxes equilibrium at the interface. The mean SST of the ROMSREF simulation is displayed in Figure A1, along with the differences between mean SST of ROMSREF and TMI satellite data (Figure A1b). In ROMSREF, the signature of the Benguela upwelling is clearly marked within a 200 km wide coastal band from 19°S to 30°S, in agreement with observations and the literature [Boyer et al., 2000; Shillington et al., 2006]. Mean ROMSREF SST is warmer than observations over the entire domain except in the Gulf of Guinea (Figure A1b). Maximum differences between ROMSREF and TMI are ~1°C and are located in the Angola-Benguela Frontal Zone (ABFZ) and along the African coast between 24°S and 28°S. Although this may reflect a model deficiency, it is likely related to a shift of the Benguela-Angola front position (where the surface temperature gradient is maximum). We have estimated this shift to 1° southward. Despite these considerations, the model simulates a realistic mean SST, with a spatial correlation between model and observation above 0.99 and a mean bias lower than 0.6°C (not shown).

To further assess the realism of the subsurface vertical structure simulated in ROMSREF simulation, Figure A1b displays the mean ROMSREF cross-shore vertical structure of temperature at 23°S along with the differences between ROMSREF and CARS2009 climatology. The signature of the coastal upwelling off Namibia can be depicted in the 15°C isotherm position that is tilted upward 6° of longitude from the coast, both in ROMSREF and in the observations. Off-shore, the model is slightly warmer than the observations (between

---

**Figure A2.** Taylor diagram for (first group in red) temperature, (second group in blue) salinity, and (third group in green) density: ROMSREF simulation skills are estimated by comparison to data from CARS 2009, the METEOR expedition 57/2 in February 2003 (transects at 23°S, 24.4°S, and 25.5°S), the AHAB1 expedition in January 2004 (transects at 22°S, 23°S, 24°S, 25°S, 26.7°S), and the Galathea data in October 2006 (surface data, at five stations and Triaxus data). The radial distance from the origin is proportional to the standard deviation of a pattern (normalized by the standard deviation of the data). The green-dashed lines measure the distance from the reference point (yellow square) and indicate the RMS error. The correlation between both fields is given by the azimuthally position. Mean biases are given in Table A1. For the comparison with CARS2009 database, model outputs were averaged over the 2000–2008 period, while for the comparison with in situ data, 5 day averaged model outputs are picked at the closest date to the in situ measurements.
that compares temperature, salinity, and density profiles and sections between ROMS$_{REF}$ and in situ data. First, a model/data comparison for interannual variability is presented using the Taylor diagram (Figure A2).

### A2.2. Interannual Variability

with model dynamics (temperature, density, and sea level). which is the main interest of the present study. We focus our analysis on the key parameters associated salinity, and density in the South-East Atlantic Ocean. We further investigate the interannual variability,

and at different locations in the Benguela Upwelling System [see Gutknecht et al., 2013, for location and period of the different cruises]. Overall, our results are statistically fair with a spatial correlation coefficient ranging from 0.1 and 0.4 and the normalized centered pattern RMS error less than 1.1 for temperature, between 1 and 1.2 for density and around 0.9 for salinity. In Table A2, mean biases illustrate the overestimation of modeled temperature and salinity. In general, the largest temperature differences are located in the surface layer (0–100m, not shown). In this layer, simulated temperature is on average $\sim$1°C warmer. Salinity is overestimated at the mouth of rivers and in the Gulf of Guinea.

Despite some bias, ROMS$_{REF}$ configuration is able to realistically simulate the mean state for temperature, salinity, and density in the South-East Atlantic Ocean. We further investigate the interannual variability, which is the main interest of the present study. We focus our analysis on the key parameters associated with model dynamics (temperature, density, and sea level).

#### A2.2. Interannual Variability

First, a model/data comparison for interannual variability is presented using the Taylor diagram (Figure A2) that compares temperature, salinity, and density profiles and sections between ROMS$_{REF}$ and in situ data from M57/2 (February 2003), AHB1 (January 2004), Galathea (October 2006) cruises at different periods and at different locations in the Benguela Upwelling System [see Gutknecht et al., 2013, for location and period of the different cruises]. Overall, our results are statistically fair with a spatial correlation coefficient ranging between 0.8 (salinity) and 0.97 (temperature and density), a normalized standard deviation between 0.9 and 1.1 and a normalized centered RMS difference between 0.2 and 0.4.

We turn our attention to the comparison between model and satellite observations (TMI) for Sea Surface Temperature Interannual Anomalies (SSTIA). Figure A1c shows SSTIA of the reference experiment ROMS$_{REF}$ and TMI averaged over the Angola Benguela Area (ABA; 10°S–20°S/8°E–15°S). The ABA region shows a noticeable interannual signal with anomalies ranging from 1°C to 2°C, for observations as well as model simulation. The model is specifically good for the extreme event and captures most of the observed interannual SST variability (including the Benguela Niño of 2001 documented by Rouault et al. [2007]). However, interannual variability in the ABA is overestimated by the model. Correlations between SSTIA from the model and observations are 0.7.

Finally, Sea Level Interannual Anomalies (SLIA) are evaluated against AVISO data. Figure 3 shows the correlation coefficient between ROMS$_{REF}$ and AVISO data. From 17°S to the southern boundary (30°S), the correlation is not significant (according to $p$-value statistical test—Best and Roberts, [1975]). This has to be

| Table A1. Mean Biases for Temperature (°C), Salinity, and Density (kg m$^{-3}$) Between ROMS$_{REF}$ Simulation and In Situ Data |
|-----------------------------------------------|-----------------|-----------------|-----------------|
| Temperature | Salinity | Density |
| CARS annual 0–600 m | 0.5910 | -0.0626 | -0.1612 |
| CARS annual 0–bottom | 0.2786 | -0.0130 | -0.0930 |
| M57/2 Feb 2003 23S | 0.7979 | -0.0054 | -0.0782 |
| M57/2 Feb 2003 24.45S | 0.604 | 0.0386 | -0.0224 |
| M57/2 Feb 2003 25.5S | 0.2428 | 0.0039 | -0.0684 |
| AHB1 Jan 2004 22S | 0.7899 | -0.0166 | -0.2083 |
| AHB1 Jan 2004 23S | 0.5383 | -0.0477 | -0.2334 |
| AHB1 Jan 2004 24S | 0.2257 | -0.0430 | -0.2078 |
| Galathea Oct 2006 | 0.1581 | -0.0382 | -0.1862 |
| AHB1 Jan 2004 27S | 0.7494 | 0.0470 | -0.2234 |
| AHB1 Jan 2004 26S | 0.7432 | 0.0760 | -0.1993 |
| AHB1 Jan 2004 25S | 0.4837 | 0.2084 | -0.2585 |

0.1°C and 0.6°C. Along the coast, ROMS$_{REF}$ temperature is warmer, with a maximum difference between model and observations of $\sim$2°C, localized in the subsurface within 50 km off the coast. The latter is associated with the SODA temperature field that exhibits similar bias ($\sim$2.3°C, confined in the surface layer over 1° cross-shore distance from the coast) at the model southern open boundary (30°S) which is advected equator-ward along the coast over the continental shelf driven by the Benguela current (not shown). Nevertheless, despite this bias, the SODA reanalysis has been used in our simulations as in previous studies because it has shown good skill for the study of the equatorial Kelvin waves dynamics in the Pacific [Dewitte et al., 2008a; Illig et al., 2014] and Atlantic Oceans [Goubanova et al., 2013].
attributed to mesoscale activity: although mean mesoscale variability is well represented in the model (not shown), absence of data assimilation precludes the collocation of modeled and observed eddies (not shown). Therefore, in regions where mesoscale activity dominates the SLIA signal, the correlation between model and data is low. Elsewhere, agreement between model and observations is statistically significant, especially along the equatorial wave guide and along the southwest coast of Africa, with correlation values larger than 0.6 and RMS differences lower than 1 cm (not shown). This suggests the presence of linear propagative waves in the ROMSREF simulation. Note that further analysis is presented in the paper (see sections 4.1 and 4.2) which outlines the good representation of modeled propagative waves in terms of period, phase speed, and amplitude as compared to satellite data.

In conclusion, interannual oceanic dynamics are well represented in the areas of interest for this study.
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